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1. Introduction

The pioneering work of Voiculescu [28] identified the eigenvalue density of the sum of 
two Hermitian N×N matrices A and B in a general relative position as the free additive 
convolution of the eigenvalue densities μA and μB of A and B. The primary example for 
general relative positions is asymptotic freeness that can be generated by conjugation via 
a Haar distributed unitary matrix. In fact, under some mild regularity condition on μA

and μB, local laws also hold, asserting that the empirical eigenvalue density of the sum 
converges on small scales as well. The optimal precision in such local law pins down the 
location of individual eigenvalues with an error bar that is just slightly above the local 
eigenvalue spacing. With an optimal error term, it identifies the speed of convergence of 
order N−1+ε in Voiculescu’s limit theorem.

After several gradual improvements on the precision in [20,21,3], the local law on 
the optimal N−1+ε scale was established in [4] and the optimal convergence speed was 
obtained in [5]. All these results were, however, restricted to the regular bulk spectrum, 
i.e., to the spectral regime where the density of the free convolution is non-vanishing 
and bounded from above. In particular, the regime of the spectral edges were not cov-
ered. Under mild conditions on the limiting eigenvalue densities of A and B, the free 
convolution density always vanishes as the square-root function near the edges of its 
support. We call such type of edges regular. We remark that the regular edge is typical 
in many random matrix models, for instance, the semicircle law; i.e., the limiting density 
for Wigner matrices.

Near the edges the eigenvalues are sparser hence they fluctuate more; naively, the 
extreme eigenvalues might be prone to very large fluctuations due to the room available 
to them on the opposite side of the support. Nevertheless, for Wigner matrices and many 
related ensembles with independent or weakly dependent entries it has been shown that 
the eigenvalue fluctuation does not exceed its natural threshold, the local spacing, even 
at the edge; see e.g., [18,22,2] and references therein. In general, it implies a very strong 
concentration of the empirical measure. For the smallest and largest eigenvalues it means 
a fluctuation of order N−2/3. In fact, the precise fluctuation is universal and it follows 
the Tracy–Widom distribution; see e.g., [26,12,23] for proofs in various models.

In this paper we present a comprehensive edge local law on optimal scale and with 
optimal precision for the ensemble A +UBU∗ where U is Haar unitary. We assume that 
the laws of A and B are close to continuous limiting profiles μα and μβ with a single 
interval support and power law behavior at the edge with exponent less than one. We 
prove that the free convolution μα � μβ has a square root singularity at its edge and 
μA � μB closely trails this behavior. Furthermore, we establish that the eigenvalues of 
A +UBU∗ follow μA � μB down to the scale of the local spacing, uniformly throughout 
the spectrum. In particular, we show that the extreme eigenvalues are in the optimal 
N− 2

3+ε vicinity of the deterministic spectral edges. Previously, similar results were only 
known with o(1) precision, see [15] for instance. We expect that Tracy–Widom law holds 



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 3
at the regular edge of our additive model. Very recently, bulk universality has been 
demonstrated in [13].

Our analysis also implies optimal rate of convergence for Voiculescu’s global law for 
free convolution densities with the typical square root edges.

The result demonstrates that the Haar randomness in the additive model has a sim-
ilarly strong concentration of the empirical density as already proved for the Wigner 
ensemble earlier. In fact, the additive model is only the simplest prototype of a large 
family of models involving polynomials of Haar unitaries and deterministic matrices; 
other examples include the ensemble in the single ring theorem [19,6]. The technique 
developed in the current paper can potentially handle square root edges in more com-
plicated ensembles where the main source of randomness is the Haar unitaries.

After the statement of the main result and the introduction of a few basic quanti-
ties, we show in Section 3 that μα � μβ has under suitable conditions a square root 
singularity at the lowest edge and we establish stability properties of the subordination 
equations around that edge. In Section 4 an informal outline of the proof that explains 
the main difficulties stemming from the edge in contrast to the related analysis in the 
bulk. Here we highlight only the key point. A typical proof of the local laws has two 
parts: (i) stability analysis of a deterministic (Dyson) equation for the limiting eigen-
value distribution, and (ii) proof that the empirical density approximately satisfies the 
Dyson equation and estimate the error. Given these two inputs, the local law follows 
by simply inverting the Dyson equation. For our model the Dyson equation is actually 
the pair of the subordination equations, that define the free convolution. Near the spec-
tral edge, the subordination equations become unstable. A similar phenomenon is well 
known for the Dyson equation of Wigner type models, but it has not yet been analyzed 
for the subordination equations. This instability can only be compensated by a very 
accurate estimate on the approximation error; a formidable task given the complexity of 
the analogous error estimates in the bulk [5]. Already the bulk analysis required care-
fully selected counter terms and weights in the fluctuation averaging mechanisms before 
recursive moment estimates could be started. All these ideas are used at the edge, even 
up to higher order, but they still fall short of the necessary precision. The key novelty 
is to identify a very specific linear combination of two basic fluctuating quantities with 
a fluctuation smaller than those of its constituencies, indicating a very special strong 
correlation between them.

Notation: The symbols O( · ) and o( · ) stand for the standard big-O and little-o no-
tation. We use c and C to denote positive finite constants that do not depend on the 
matrix size N . Their values may change from line to line.

We denote by MN (C) the set of N × N matrices over C. For a vector v ∈ CN , we 
use ‖v‖ to denote its Euclidean norm. For A ∈ MN (C), we denote by ‖A‖ its operator 
norm and by ‖A‖2 its Hilbert-Schmidt norm. We use trA = 1

N

∑
i Aii to denote the 

normalized trace of an N ×N matrix A = (Aij)N,N .
Let g = (g1, . . . , gN ) be a real or complex Gaussian vector. We write g ∼ NR(0, σ2IN )

if g1, . . . , gN are independent and identically distributed (i.i.d.) N(0, σ2) normal vari-
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ables; and we write g ∼ NC(0, σ2IN ) if g1, . . . , gN are i.i.d. NC(0, σ2) variables, where 
gi ∼ NC(0, σ2) means that Re gi and Im gi are independent N(0, σ

2

2 ) normal variables.
For two possibly N -dependent numbers a, b ∈ C, we write a ∼ b if there is a (large) 

positive constant C > 1 such that C−1|a| ≤ |b| ≤ C|a|. We use double brackets to 
denote index sets, i.e., for n1, n2 ∈ R, �n1, n2� := [n1, n2] ∩ Z, and denote by C+ the 
upper complex half-plane, i.e., C+ := {z ∈ C : Im z > 0}.

2. Definition of the model and main results

2.1. Model and assumptions

Let A ≡ AN = diag(a1, . . . , aN ) and B ≡ BN = diag(b1, . . . , bN ) be two deterministic 
real diagonal matrices in MN (C). Let U ≡ UN be a random unitary matrix which is 
Haar distributed on U(N), where U(N) is the N -dimensional unitary group. We study 
the following random Hermitian matrix

H ≡ HN := A + UBU∗. (2.1)

More specifically, we study the eigenvalues of H, denoted by λ1 ≤ . . . ≤ λN . Throughout 
the paper, we are mainly working in the vicinity of the bottom of the spectrum. The 
discussion for the top of the spectrum is analogous. Let μA, μB and μH be the empirical 
eigenvalue distributions of A, B, and H, i.e.,

μA := 1
N

N∑
i=1

δai
, μB := 1

N

N∑
i=1

δbi , μH := 1
N

N∑
i=1

δλi
.

For any probability measure μ on the real line, its Stieltjes transform is defined as

mμ(z) :=
∫
R

1
x− z

dμ(x) , z ∈ C+ ,

where z is called the spectral parameter. Throughout the paper, we write z = E+iη, i.e., 
E = Re z, Im z = η.

In this paper, we assume that there are two N -independent absolutely continuous 
probability measures μα and μβ with continuous density functions ρα and ρβ , respec-
tively, such that the following assumptions, Assumptions 2.1 and 2.2, are satisfied. The 
first one discusses some qualitative properties of μα and μβ, while the second one de-
mands that μA and μB are close to μα and μβ, respectively.

Assumption 2.1. We assume the following:
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(i) Both density functions ρα and ρβ have single non-empty interval supports, [Eα
−, E

α
+]

and [Eβ
−, E

β
+], respectively, and ρα and ρβ are strictly positive in the interior of their 

supports.
(ii) In a small δ-neighborhood of the lower edges of the supports, these measures have 

a power law behavior, namely, there is a (small) constant δ > 0 and exponents 
−1 < tα−, t

β
− < 1 such that

C−1 ≤ ρα(x)
(x− Eα

−)tα−
≤ C , ∀x ∈ [Eα

−, E
α
− + δ] ,

C−1 ≤ ρβ(x)
(x− Eβ

−)t
β
−

≤ C , ∀x ∈ [Eβ
−, E

β
− + δ] ,

hold for some positive constant C > 1.
(iii) We assume that at least one of the following two bounds holds

sup
z∈C+

|mμα
(z)| ≤ C , sup

z∈C+
|mμβ

(z)| ≤ C , (2.2)

for some positive constant C.

Assumption 2.2. We assume the following:

(iv) For the Lévy-distances dL, we have that

d := dL(μA, μα) + dL(μB , μβ) ≤ N−1+ε , (2.3)

for any constant ε > 0 when N is sufficiently large.
(v) For the lower edges, we have

inf suppμA ≥ Eα
− − δ , inf suppμB ≥ Eβ

− − δ , (2.4)

for any constant δ > 0 when N is sufficiently large.
(vi) For the upper edges, we assume that there is a constant C such that

sup suppμA ≤ C , sup suppμB ≤ C . (2.5)

A direct consequence of (v) and (vi) above is that there is a constant C ′ such that 
‖A‖, ‖B‖ ≤ C ′.

Since [28], it is well known now that μH can be weakly approximated by a determin-
istic probability measure, called the free additive convolution of μA and μB. Here we 
briefly introduce some notations concerning the free additive convolution, which will be 
necessary to state our main results.

For a probability measure μ on R, we denote by Fμ its negative reciprocal Stieltjes 
transform, i.e.,
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Fμ(z) := − 1
mμ(z) , z ∈ C+ . (2.6)

Note that Fμ : C+ → C+ is analytic and satisfies

lim
η↗∞

Fμ(iη)
iη = 1 . (2.7)

Conversely, if F : C+ → C+ is an analytic function with limη↗∞ F (iη)/iη = 1, then F is 
the negative reciprocal Stieltjes transform of a probability measure μ, i.e., F (z) = Fμ(z), 
for all z ∈ C+; see e.g., [1].

The free additive convolution is the symmetric binary operation on Borel probability 
measures on R characterized by the following result.

Proposition 2.3 (Theorem 4.1 in [9], Theorem 2.1 in [14]). Given two Borel probability 
measures, μ1 and μ2, on R, there exist unique analytic functions, ω1, ω2 : C+ → C+, 
such that,

(i) for all z ∈ C+, Imω1(z), Imω2(z) ≥ Im z, and

lim
η↗∞

ω1(iη)
iη = lim

η↗∞

ω2(iη)
iη = 1 ; (2.8)

(ii) for all z ∈ C+,

Fμ1(ω2(z)) = Fμ2(ω1(z)) , ω1(z) + ω2(z) − z = Fμ1(ω2(z)) . (2.9)

The analytic function F : C+ → C+ defined by

F (z) := Fμ1(ω2(z)) = Fμ2(ω1(z)) , (2.10)

is, in virtue of (2.8), the negative reciprocal Stieltjes transform of a probability measure 
μ, called the free additive convolution of μ1 and μ2, denoted by μ ≡ μ1 � μ2. The 
functions ω1 and ω2 are referred to as the subordination functions. The subordination 
phenomenon for the addition of freely independent non-commutative random variables 
was first noted by Voiculescu [29] in a generic situation and extended to full generality 
by Biane [11].

Choosing (μ1, μ2) = (μα, μβ) in Proposition 2.3, we denote the associated subor-
dination functions ω1 and ω2 by ωα and ωβ , respectively. Analogously, for the choice 
(μ1, μ2) = (μA, μB), we denote by ωA and ωB the associated subordination functions. 
With the above notations, we obtain from (2.9) and (2.10) the following subordination 
equations

mμA
(ωB(z)) = mμB

(ωA(z)) = mμA�μB
(z),
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ωA(z) + ωB(z) − z = − 1
mμA�μB

(z) . (2.11)

The same system of equations holds if we replace the subscripts (A, B) by (α, β).
We denote the lower and upper edges of the support of μα � μβ by

E− := inf suppμα � μβ , E+ := sup suppμα � μβ . (2.12)

In Section 3, we establish various qualitative properties of μα � μβ and of μA � μB . In 
particular, under Assumption 2.1, we show that μα � μβ has a square-root decay at the 
lower edge, see (3.63).

2.2. Main results

To state our results, we introduce some more terminology. We denote the Green 
function or resolvent of H and its normalized trace by

G(z) ≡ GH(z) := 1
H − z

, mH(z) := trG(z) = 1
N

N∑
i=1

Gii(z) , z ∈ C+.

Observe that mH(z) is also the Stieltjes transform of μH , i.e.,

mH(z) =
∫
R

1
x− z

dμH(x) = 1
N

N∑
i=1

1
λi − z

, z ∈ C+.

We further set

K := ‖A‖ + ‖B‖ + 1 . (2.13)

Moreover, for any spectral parameter z = E + iη ∈ C+, we let

κ ≡ κ(z) := min{|E −E−|, |E − E+|} , (2.14)

with E± given in (2.12). We then introduce the following domain of the spectral param-
eter z: For any 0 < a ≤ b and 0 < τ < E+−E−

2 ,

Dτ (a, b) := {z = E + iη ∈ C+ : −K ≤ E ≤ E− + τ, a ≤ η ≤ b}. (2.15)

For any (small) positive constant γ > 0, we set

ηm := N−1+γ .
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Let ηM > 1 be some sufficiently large constant. In the rest of the paper, we will mainly 
work in the regime z ∈ Dτ (ηm, ηM) with sufficiently small constant τ > 0. In particular, 
we usually have ηm ≤ η ≤ ηM.

We also need the following definition on high-probability estimates from [17]. In Ap-
pendix A we collect some of its properties.

Definition 2.4. Let X ≡ X (N) and Y ≡ Y(N) be two sequences of nonnegative ran-
dom variables. We say that Y stochastically dominates X if, for all (small) ε > 0 and 
(large) D > 0,

P
(
X (N) > N εY(N)) ≤ N−D, (2.16)

for sufficiently large N ≥ N0(ε, D), and we write X ≺ Y or X = O≺(Y). When X (N) and 
Y(N) depend on a parameter v ∈ V (typically an index label or a spectral parameter), 
then X (v) ≺ Y(v), uniformly in v ∈ V, means that the threshold N0(ε, D) can be chosen 
independently of v.

With these definitions and notations, we now state our main result.

Theorem 2.5 (Local law at the regular edge). Suppose that Assumptions 2.1 and 2.2 hold. 
Let τ > 0 be a sufficiently small constant and fix any (small) constants γ > 0 and ε > 0. 
Let d1, . . . , dN ∈ C be any deterministic complex number satisfying

max
i∈�1,N�

|di| ≤ 1.

Then

∣∣∣ 1
N

N∑
i=1

di

(
Gii(z) −

1
ai − ωB(z)

)∣∣∣ ≺ 1
Nη

(2.17)

holds uniformly on Dτ (ηm, ηM) with ηm = N−1+γ and any constant ηM > 0. In particu-
lar, choosing di = 1 for all i ∈ �1, N�, we have the estimate

∣∣∣mH(z) −mμA�μB
(z)
∣∣∣ ≺ 1

Nη
, (2.18)

uniformly on Dτ (ηm, ηM). Moreover, we have the improved estimate

∣∣∣mH(z) −mμA�μB
(z)
∣∣∣ ≺ 1

N(κ + η) , (2.19)

uniformly for all z = E + iη ∈ Dτ (0, ηM) with E ≤ E− −N− 2
3+ε. Here, κ = |E −E−| is 

given in (2.14).
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Let γj be the j-th N -quantile of μα � μβ , i.e., γj is the smallest real number such 
that

μα � μβ

(
(−∞, γj ]

)
= j

N
. (2.20)

Similarly, we define γ∗
j to be the j-th N -quantile of μA � μB .

The following theorem is on the rigidity property of the eigenvalues of H.

Theorem 2.6 (Rigidity at the lower edge). Suppose that Assumptions 2.1 and 2.2 hold. 
For any sufficiently small constant c > 0, we have that for all 1 ≤ i ≤ cN ,

|λi − γ∗
i | ≺ i−

1
3N− 2

3 . (2.21)

In fact, the same estimate also holds if γ∗
i is replaced with γi.

With the following additional assumptions on the upper edges of μα, μβ and μA, μB, 
we can combine the current edge analysis with our strong local law in the bulk regime 
in [5]. This yields the rigidity result for the whole spectrum.

Assumption 2.7. We assume the following:
(ii′) In a small δ-neighborhood of the upper edges of their supports, the measures μα and 
μβ have a power law behavior, namely, there is a (large) constant C ≥ 1 and exponents 
−1 < tα+, t

β
+ < 1 such that

C−1 ≤ ρα(x)
(Eα

+ − x)tα+
≤ C , ∀x ∈ [Eα

+ − δ, Eα
+] ,

C−1 ≤ ρβ(x)
(Eβ

+ − x)t
β
+

≤ C , ∀x ∈ [Eβ
+ − δ, Eβ

+] ,

hold for some sufficiently small constant δ > 0.
(v′) For the upper edges of μA and μB, we have

sup suppμA ≤ Eα
+ + δ , sup suppμB ≤ Eβ

+ + δ ,

for any constant δ > 0 when N is sufficiently large.
(vii) The density function of μα � μβ has a single interval support, i.e.,

suppμα � μβ = [E−, E+] ,

and has strictly positive density on (E−, E+).

Corollary 2.8 (Rigidity for the whole spectrum). Suppose that Assumptions 2.1, 2.2 and 
2.7 hold. Then we have, for all i ∈ �1, N�, the estimate
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|λi − γ∗
i | ≺ max

{
i−

1
3 , (N − i + 1)− 1

3
}
N− 2

3 . (2.22)

The same estimate also holds if γ∗
i is replaced with γi. Moreover, we have the following 

estimate on the convergence rate of μH,

sup
x∈R

∣∣μH((−∞, x]) − μA � μB((−∞, x])
∣∣ ≺ 1

N
. (2.23)

The same estimate also holds if μA � μB is replaced by μα � μβ.

Remark 2.9. In this work we focus on the extremal edges. Under Assumption 2.1 one 
can indeed prove [7] that μα�μβ is supported on a single interval. In case that μα or μβ

are supported on several intervals, the free convolution μα � μβ may also be supported 
on several intervals. In that case the presented work will directly apply to the smallest 
and largest edge points.

Remark 2.10. All of our results above hold also for the orthogonal setup, i.e., when U is 
a random orthogonal matrix Haar distributed on the orthogonal group O(N). The proof 
is nearly the same as the unitary setup. A discussion on the necessary modification for 
the block additive model in the bulk regime can be found in Appendix C of [6]. Here for 
our model, the modification can be done in the same way. We omit the details.

3. Properties of the subordination functions at the regular edge

In this section, we collect some key properties of the subordination functions and 
related quantities, that will often be used in Sections 5-10. We first introduce

SAB ≡ SAB(z) := (F ′
A(ωB(z)) − 1)(F ′

B(ωA(z)) − 1) − 1 ,

TA ≡ TA(z) := 1
2

(
F ′′
A(ωB(z))(F ′

B(ωA(z)) − 1)2 + F ′′
B(ωA(z))(F ′

A(ωB(z)) − 1)
)
,

TB ≡ TB(z) := 1
2

(
F ′′
B(ωA(z))(F ′

A(ωB(z)) − 1)2 + F ′′
A(ωB(z))(F ′

B(ωA(z)) − 1)
)
,

(3.1)

where we use the shorthand notation FA ≡ FμA
and FB ≡ FμB

for the negative reciprocal 
Stieltjes transforms of μA and μB , and where ωA and ωB are the subordination functions 
associated through (2.9). The main result in this section is the following proposition on 
the spectral domain Dτ (ηm, ηM); see (2.15).

Proposition 3.1. Suppose that Assumptions 2.1 and 2.2 hold. Then, for sufficiently small 
constant τ > 0, we have the following statements:
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(i) There exist strictly positive constants k and K, such that

min
i

|ai − ωB(z)| ≥ k , min
i

|bi − ωA(z)| ≥ k , (3.2)∣∣ωA(z)
∣∣ ≤ K,

∣∣ωB(z)
∣∣ ≤ K , (3.3)

hold uniformly on Dτ (ηm, ηM), for N sufficiently large.
(ii) For the Stieltjes transform mμA�μB

of μA � μB, we have that

ImmμA�μB
(z) ∼

{√
κ + η , if E ∈ suppμA � μB ,
η√
κ+η

, if E /∈ suppμA � μB ,
(3.4)

uniformly on z = E+iη ∈ Dτ (ηm, ηM), for N sufficiently large, with κ given in (2.14).
(iii) For SAB, TA and TB defined in (3.1), we have

SAB(z) ∼
√
κ + η , |TA(z)| ≤ C , |TB(z)| ≤ C , (3.5)

uniformly on z ∈ Dτ (ηm, ηM), for N sufficiently large, with some constant C. In 
addition, for z = E + iη ∈ Dτ (ηm, ηM) with |E − E−| ≤ δ and η ≤ δ for some 
sufficiently small constant δ > 0, we also have

|TA(z)| ≥ c , |TB(z)| ≥ c , (3.6)

for N sufficiently large, with some strictly positive constant c = c(δ).
(iv) For ωA, ωB and SAB we have

|ω′
A(z)| ≤ C

1√
κ + η

, |ω′
B(z)| ≤ C

1√
κ + η

, |S ′
AB(z)| ≤ C

1√
κ + η

,(3.7)

any z ∈ Dτ (ηm, ηM), for N sufficiently large, with some constant C.

The proof of Proposition 3.1 is split into two steps. In the first step, carried out 
in Subsection 3.1, we derive the analogous statements for the N -independent measures 
μα and μβ . This step requires only Assumption 2.1. In the second step, carried out in 
Subsection 3.2, we show that the statements carry over to the N -dependent measures 
μA and μB under Assumption 2.2, for N sufficiently large.

3.1. Free convolution measure μα � μβ

In this subsection, we derive some properties of the free additive convolution of μα and 
μβ . We will always assume that μα and μβ satisfy Assumption 2.1. From Assumption 2.1
(iii) we know that
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sup
z∈C+

|mμα�μβ
(z)| ≤ C. (3.8)

In addition, under Assumption 2.1, we see from Theorem 2.3 and Remark 2.4 in [8] that 
ωα(z), ωβ(z) and mμα�μβ

(z) can be extended continuously to C+ ∪ R. This together 
with (3.8) implies that μα �μβ is absolutely continuous with a continuous and bounded 
density function.

Recall from Assumption 2.1 that suppμα = [Eα
−, E

α
+] and suppμβ = [Eβ

−, E
β
+]. We 

introduce the spectral domain E ⊂ C by setting

E := {z ∈ C+ ∪R : Eα
− + Eβ

− − 1 ≤ Re z ≤ Eα
+ + Eβ

+ + 1 , 0 ≤ Im z ≤ ηM} , (3.9)

where ηM > 0 is any constant. By Lemma 3.1 in [27], we have that suppμα�μβ ⊂ E ∩R.

Lemma 3.2. There exists a constant C such that

sup
z∈E

(|ωα(z)| + |ωβ(z)|) ≤ C . (3.10)

Proof. Let L > max{|Eα
+ +Eβ

+ +1|, |Eα
− +Eβ

−− 1|} and M > 10 be large numbers to be 
chosen later. We will argue by contradiction. Assume first that there is z ∈ E such that

|ωα(z)| > LM , |ωβ(z)| > L . (3.11)

Then we have from (2.9) that

1
ωα(z) + ωβ(z) − z

= −
∫
R

dμα(x)
x− ωβ(z) = 1

ωβ(z) + O((ωβ(z))−2) , (3.12)

1
ωα(z) + ωβ(z) − z

= −
∫
R

dμβ(x)
x− ωα(z) = 1

ωα(z) + O((ωα(z))−2) , (3.13)

as L → ∞. Thus we get from (3.13), as z ∈ E , that in the same limit

ωβ(z)
ωα(z) = O

(
(ωα(z)−1) . (3.14)

But then we have from (3.11) and (3.14) that

L

|ωα(z)| ≤
|ωβ(z)|
|ωα(z)| ≤ C

1
|ωα(z)| , (3.15)

hence for L sufficiently large, we get a contradiction.
Next, assume that there is z ∈ E such that

|ωα(z)| > LM , |ωβ(z)| ≤ L . (3.16)
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Then we conclude from (2.9) that

1
|mμα

(ωβ(z))| = |ωα(z) + ωβ(z) − z| ≥ LM

2 , (3.17)

for M sufficiently large, where we used that z ∈ E . On the other hand, the Stieltjes 
transform mμα

(z) does not have any zeros in E as the support of μα is connected. Thus 
there is a constant c > 0, depending on L, such that |mμα

(z′)| ≥ c, for all z′ ∈ C+ with 
|z′| ≤ L. Hence, for M sufficiently large, we get a contradiction from (3.17).

Finally, as both, (3.11) and (3.16), have been ruled out, we can conclude that

|ωα(z)| ≤ LM , |ωβ(z)| ≤ L , (3.18)

for all z ∈ E . This completes the proof of Lemma 3.2. �
Recall from (2.12) that E− = inf suppμα � μβ . Recall further that, for any spectral 

parameter z, κ = κ(z) defined in (2.14) is the distance of Re z to the endpoints of 
supp(μα � μβ).

Lemma 3.3. Let u ∈ R with u ≤ E−, then we have

Reωα(u) ≤ Eβ
− , Reωβ(u) ≤ Eα

− . (3.19)

Moreover, Reωα and Reωβ are monotone increasing on (−∞, E−).

Proof. We argue by contradiction. Assume that there exists y′ with y′ ≤ E− such that 
Reωα(y′) > Eβ

−. Then either Reωα(y′) ∈ (Eβ
−, E

β
+) or Reωα(y′) ≥ Eβ

+. In the first case, 
using that the imaginary part of the identity mμα�μβ

(z) = mα(ωβ(z)), we conclude that 
Immμα�μβ

(y′) > 0, i.e., the density of μα�μβ at y′ is strictly positive. This contradicts 
the definition of E− (as the lowest endpoint suppμα � μβ).

In the second case, Reωα(y′) ≥ Eβ
+, we have

Remμβ
(ωα(y′)) =

Eβ
+∫

Eβ
−

(x− Reωα(y′))dμβ(x)
|x− ωα(y′)|2 < 0 . (3.20)

However, since Remμβ
(ωα(y′)) = Remμα�μβ

(y′), we get a contradiction as

Remμα�μβ
(y′) =

∞∫
y

dμα � μβ(x)
x− y′

> 0 , (3.21)

by the definition of E−.
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From the above, we get Reωα(y′) ≤ Eβ
−. Repeating the argument for ωβ , we ob-

tain (3.19).
Finally, that Reωα and Reωβ are increasing on (−∞, E−) follows from the observation 

that Remμα�μβ
is increasing on (−∞, E−), the subordination property mμα�μβ

(z) =
mμβ

(ωα(z)) and (3.20). The same argument shows that Reωα is increasing on (−∞, E−). 
This finishes the proof of Lemma 3.3. �

We next show that we actually have Reωα(E−) ≤ Eβ
−−k0 and Reωβ(E−) ≤ Eα

−−k0, 
for some constant k0 > 0. Our argument relies on the following computational lemma.

Lemma 3.4. Let ω = λ + iν, with ν ≥ 0 and |ω| ≤ ϑ, for some small ϑ > 0. Let 
−1 < t < 1. Then,

ϑ∫
0

xt dx
(x− λ)2 + ν2 ∼

⎧⎪⎪⎨⎪⎪⎩
λt

ν , if λ > ν ,

|ω|t−1 ∼ λt−1 , if λ < −ν ,

νt−1 , if ν > |λ| .
(3.22)

Proof. Follows from elementary estimations. �
Recall from (2.6) that Fμ(w) = −1/mμ(w), w ∈ C+, denotes the negative reciprocal 

Stieltjes transform of any probability measure μ. As Fμ : C+ → C+ is analytic, and 
since μ is a probability measure, it admits the Nevanlinna representation

Fμ(z) − z = ReFμ(i) +
∫
R

(
1

x− z
− x

1 + x2

)
dμ̂(x) , (3.23)

where μ̂ is a Borel measure on R. Assuming in addition that μ is compactly supported, 
a large z-expansion of both sides of (3.23) reveals that∫

R

x dμ(x) = ReFμ(i) −
∫
R

x

1 + x2 dμ̂(x) , (3.24)

and

μ̂(R) =
∫
R

x2 dμ(x) −
(∫
R

x dμ(x)
)2

. (3.25)

Lemma 3.5. Let μ be a probability measure on R which is absolutely continuous with 
respect to Lebesgue measure, is of bounded support and satisfies mμ(x) �= 0, for all 
x ∈ R\suppμ. Let μ̂ be a Borel measure on R such that (3.23) holds, then we have that

suppμ = supp μ̂ . (3.26)
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Proof. The proof is almost identical to the proof of Lemma 3.2 in [7], we repeat it 
here for convenience of the reader. Outside the support of μ, the Stieltjes transform mμ

extends continuously to the real line and is real valued there. Taking the imaginary parts 
in (3.23) and using that Fμ(z) = −1/mμ(z), we get

Immμ(z)
|mμ(z)|2 − Im z = ImFμ(z) − z =

∫
R

Im z

|y − z|2 dμ̂(y) . (3.27)

Since mμ(x) �= 0, for all x ∈ R\suppμ, we can take the limit Im z ↘ 0 in (3.27), and 
hence conclude by the Stieltjes inversion formula that μ̂ is absolutely continuous with 
respect to Lebesgue measure on R\suppμα with vanishing density function. We conclude 
that supp μ̂ ⊆ suppμ.

To conclude that suppμ ⊆ supp μ̂ we argue by contradiction: Suppose that supp μ̂ is a 
proper subset of suppμ. Then there is a non-empty open interval I ⊂ suppμ\supp μ̂ such 
that f(ω) := Fμ(ω) − ω : C+ → C+ extends continuously to I with Im f(ω) = 0, for all 
ω ∈ I. Hence by the Schwarz reflection principle, f extends analytically through I and 
mμ is meromorphic on I. However, since I ⊂ suppμ, we have limη↘0 Immμ(ω + iη) > 0
by Assumption 2.1, for almost all ω ∈ I. Since mμ is meromorphic on I and Im f(ω) =
Immμ(ω)/|mμ(ω)|2, ω ∈ I, we hence also have limη↘0 Im f(ω + iη) > 0 for almost all 
ω ∈ I, a contradiction to Im f(ω) = 0, for all ω ∈ I. We conclude that I is empty and 
we have supp μ̂ = suppμ. This proves (3.26). �
Remark 3.6. The assumptions of Lemma 3.5 are satisfied for μα and μβ as follows easily 
from Assumption 2.1. Note that mμα

(x) �= 0 for x ∈ R\suppμα is guaranteed by the 
single interval support condition. However, the condition that mμA

(x) �= 0, respectively 
mμB

(x) �= 0 cannot be guaranteed. But in this case we have the following inclusions for 
the supports of the N -dependent measures μ̂A and μ̂B:

supp μ̂A ⊂ IμA
, supp μ̂B ⊂ IμB

, (3.28)

where IμA
, IμB

is the smallest interval containing suppμA, suppμB . This easily follows 
from the proof of Lemma 3.5 by noticing that mμA

(x) �= 0, for x ∈ R\IμA
, since E �→

RemμA
(E) is monotone on that domain, and similar for mμB

.

Lemma 3.7. There is a constant k0 > 0, such that

Reωα(E−) ≤ Eβ
− − k0 , Reωβ(E−) ≤ Eα

− − k0 . (3.29)

Moreover, there exists a constant C, such that

Imωα(z) + Imωβ(z) ≤ η + CImmμα�μβ
(z) , (3.30)

for all z ∈ E. The constants k0 and C only depend on μα and μβ.
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Proof. Let z ∈ E . Taking the imaginary part in the subordination equations (2.9) we get

Imωα(z) + Imωβ(z) − Im z

|ωα(z) + ωβ(z) − z|2 = Immμα�μβ
(z) .

Thus we obtain

Imωα(z) + Imωβ(z) = Im z + |ωα(z) + ωβ(z) − z|2Immμα�μβ
(z)

≤ η + CImmμα�μβ
(z) ,

where we used Lemma 3.2 to get the inequality. This proves (3.30).
We move on to prove the estimates in (3.29). Using

Immμα�μβ
(z) = Imωα(z)

∫
R

dμβ(x)
|x− ωα(z)|2 = Imωβ(z)

∫
R

dμα(x)
|x− ωβ(z)|2 , (3.31)

and (2.9), we can write

Immμα�μβ
(z)

Im z

((∫
R

dμα(x)
|x− ωβ(z)|2

)−1
+
(∫
R

dμβ(x)
|x− ωα(z)|2

)−1
)
− 1

=
Immμα�μβ

(z)
Im z

1
|mμα�μβ

(z)|2 ,

for all z ∈ E ∩C+. Since Immμα�μβ
(z)/Im z > 0, for all z ∈ E ∩C+, we obtain

∣∣∣∫R dμα(x)
x−ωβ(z)

∣∣∣2∫
R

dμα(x)
|x−ωβ(z)|2

+

∣∣∣∫R dμβ(x)
x−ωα(z)

∣∣∣2∫
R

dμβ(x)
|x−ωα(z)|2

≥ 1 , (3.32)

for all z ∈ E ∩ C+, where we used the subordination equations to express mμα�μβ
(z). 

To condense the notation we introduce the quantities

Rα(ω) :=

∣∣∣∫R dμα(x)
x−ω

∣∣∣2∫
R

dμα(x)
|x−ω|2

, Rβ(ω) :=

∣∣∣∫R dμβ(x)
x−ω

∣∣∣2∫
R

dμβ(x)
|x−ω|2

, ω ∈ C+ . (3.33)

Fix some small ϑ > 0. Recalling Lemma 3.4, we observe that there is a constant c > 0
(depending on ϑ) such that

Eβ
−+ϑ∫

Eβ
−

dμβ(x)
|x− ω|2 ≥ c

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(Reω−Eβ

−)t
β
−

Imω , if Reω − Eβ
− ≥ Imω ,

|Reω −Eβ
−|t

β
−−1 , if Reω − Eβ

− ≤ −Imω ,

(Imω)t
β
−−1 , if Imω > |Reω − Eβ

−| ,

(3.34)
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for all ω with |ω − Eβ
−| ≤ ϑ. (Since −1 < tβ− < 1, the integral may be divergent in the 

limit Imω → 0, but this does not affect the following argument.)
Similarly, we have for ω ∈ C satisfying |ω −Eβ

−| ≤ ϑ,∣∣∣∣∣∣
∫
R

dμβ(x)
x− ω

∣∣∣∣∣∣ ≤ C + C ′
ϑ∫

0

xtβ−

|x + Eβ
− − ω|

dx ≤ C + C ′ ∣∣Eβ
− − ω

∣∣tβ− , (3.35)

for some strictly positive constants C and C ′ depending on ϑ. In particular, for tβ− ∈ [0, 1), 
the right side of (3.35) is bounded. The inequalities (3.34) and (3.35) also hold true, upon 
possibly adjusting the constants, with the roles of α and β interchanged. We remark that 
we used similar estimates in the proof of Lemma 3.12 in [7].

Next, we introduce the quantities

dα(z) := dist(ωα(z), suppμβ) , dβ(z) := dist(ωβ(z), suppμα) . (3.36)

We now claim that there are constants k0 > 0 and � > 0 such that dα(z) ≥ k0 and 
dβ(z) ≥ k0 for all z ∈ C+ ∪ R with |z − E−| ≤ �. We proceed by distinguishing two 
cases: First assume that there is a z with |z −E−| ≤ � such that

dα(z) ≤ εk , dβ(z) > k , (3.37)

for some small constants k > 0 and ε > 0 to be chosen below.
For tβ− ≥ 0, we obtain from (3.34) and (3.35) that for such z, we have

Rβ(ωα(z)) ≤ C

{
(Reωα(z) − Eβ

−)1−tβ− , if |Reωα(z) −Eβ
−| ≥ Imωα(z) ,

(Imωα(z))1−tβ− , if |Reωα(z) −Eβ
−| < Imωα(z) .

(3.38)

Either way, we have Rβ(ωα(z)) ≤ C(dα(z))1−tβ− ≤ C(εk)1−tβ− , where we used that tβ− <

1.
For −1 < tβ− < 0, we obtain from (3.34) and (3.35) that for z with |z − E−| ≤ �

and (3.37) satisfied,

Rβ(ωα(z)) ≤ C

⎧⎪⎪⎨⎪⎪⎩
Imωα(z)|Reωα(z) −Eβ

−|t
β
− , if Reωα(z) −Eβ

− ≥ Imωα(z) ,
|Reωα(z) − E−|1+tβ− , if Reωα(z) −Eβ

− ≤ −Imωα(z) ,
(Imωα(z))1+tβ− , if |Reωα(z) − Eβ

−| < Imωα(z) .
(3.39)

In all three cases we find that Rβ(ωα(z)) ≤ C(dα(z))1+tβ ≤ C(εk)1+tβ− , where we used 
1 + tβ− > 0.

Since dβ(z) > k and since we assumed that μα is not a single point mass, we have by 
the Cauchy-Schwarz inequality that
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Rα(ωβ(z)) =

∣∣∣∫R dμα(x)
x−ωβ(z)

∣∣∣2∫
R

dμα(x)
|x−ωβ(z)|2

≤ 1 − CS(k, �) , (3.40)

for some strictly positive constant CS(k, �) > 0 depending on k and � (and μα). Hence,

Rα(ωβ(z)) + Rβ(ωα(z)) ≤ 1 − CS(k, �) + C ′(εk)1−|tβ−| , (3.41)

with C ′ depending on �. Thus for ε < (CS(k, �)/C ′)1/(1−|tβ−|)/k we get a contradiction 
with (3.32), for any k > 0. Thus there is no z with |z − E−| ≤ � such that (3.37) can 
hold.

Assume thus that there is a z with |z − E−| ≤ � such that

dα(z) ≤ εk , dβ(z) ≤ k , (3.42)

for some sufficiently small k > 0 chosen below and with ε depending on k as above. 
Following the argumentation in (3.38) and (3.39) with the roles of α and β interchanged, 
we find

Rα(ωβ(z)) =

∣∣∣∫R dμα(x)
x−ωβ(z)

∣∣∣2∫
R

dμα(x)
|x−ωβ(z)|2

≤ Ck1−|tα−| , (3.43)

while at the same time we have Rβ(ωα(z)) ≤ C(εk)1−|tβ−| as we had above, with the 
constants depending on �. Hence choosing k > 0 sufficiently small, we get a contradiction 
with (3.32), and we exclude (3.42).

We can therefore conclude that, for ε > 0 and k > 0 sufficiently small, we have for all 
z with |z − E−| ≤ �, that

dα(z) > εk , dβ(z) > k . (3.44)

Choosing z = E− this proves together with (3.30) and (3.19) the estimates in (3.29) with 
k0 := εk. This concludes the proof of Lemma 3.7. �
Lemma 3.8. The lowest endpoint E− of suppμα � μβ is the smallest real solution to the 
equation

(F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1) = 1 , z ∈ R . (3.45)

Moreover, there are constants κ0 > 0 and η0 > 0 such that

Immμα�μβ
(z) ∼ Imωα(z) ∼ Imωβ(z) ∼

{√
κ + η , if E ≥ E− ,
η√
κ+η

if E < E− ,
(3.46)



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 19
uniformly for all z = E + iη ∈ E0 where

E0 :=
{
z ∈ C : −κ0 ≤ Re z −E− ≤ κ0, 0 ≤ Im z ≤ η0

}
. (3.47)

Proof of Lemma 3.8. From Lemma 3.7 we know that Reωα(E−) ≤ Eβ
− − k0 and 

Reωβ(E−) ≤ Eα
− − k0, k0 > 0. From the subordination equations (2.9) and (3.23), 

we have that

Fμα�μβ
(z) = Fμα

(ωβ(z)) = ReFμα
(i) + ωβ(z) +

∫
R

(
1

x− ωβ(z) − x

1 + x2

)
dμ̂α(x) ,

(3.48)

for a Borel measure μ̂α on R with, according to Lemma 3.5, supp μ̂α = suppμα. Arguing 
as in the proof of Lemma 3.5, we notice that u ∈ R is an edge of the measure μα � μβ , 
if Immμα�μβ

(u) = 0 and mμα�μβ
fails to be analytic at u ∈ R. Analyticity breaks down 

if either Fμα�μβ
(u) = 0 or, according to (3.48), if ωβ(u) ∈ supp μ̂α = suppμα, or if ωβ

fails to be analytic at u. For the lowest edge at u = E−, we can exclude Fμα�μβ
(u) = 0

by (3.8) and also ω(u) ∈ suppμα as Reωα(E−) ≤ Eβ
− − k0, k0 > 0. Thus E− ∈ R is the 

smallest point where ωβ is not analytic.
We next claim that ωβ is not analytic at u ∈ R if (F ′

μα
(ωβ(u)) −1)(F ′

μβ
(ωα(u)) −1) = 1. 

We argue as follows. From (3.23) we know that there is a Borel measure μ̂β such that

Fμβ
(ω) = ReFμβ

(i) + ω +
∫
R

(
1

x− ω
− x

1 + x2

)
dμ̂β(x) , (3.49)

and Fμβ
is analytic in a disk of radius k0 centered at ω = ωβ(E−) by (3.29). Here we 

also used that supp μ̂β = suppμβ by Lemma 3.5. It follows that

F ′
μβ

(ω) = 1 +
∫
R

dμ̂β(x)
(x− ω)2 , (3.50)

and in particular that F ′
μβ

(ωα(E−)) > 1, since ωα(E−) is real valued as E− is the lower 
endpoint of the support of μα�μβ (recall (3.30)). By the analytic inverse function theo-
rem, the functional inverse F (−1)

μβ of Fμβ
is analytic in a neighborhood of Fμβ

(ωα(E−)). 
Thus the function

z̃(ω) := −Fμα
(ω) + ω + F (−1)

μβ
◦ Fμα

(ω) (3.51)

is well-defined and analytic in a complex neighborhood of ωα(E−) ∈ R. It follows 
from (2.9) that ωβ(z) is a solution ω = ωβ(z) to the equation z = z̃(ω) (with 
Imωβ(z) ≥ Im z). Moreover, we have ωα(z) = F

(−1)
μβ ◦ Fμα

(ωβ(z)).
The function z̃(ω) admits the following Taylor expansion in a complex neighborhood 

of ωβ(E−),
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z̃(ω) = E− + z̃′(ωβ(E−))(ω − ωβ(E−)) + 1
2 z̃

′′(ωβ(E−))(ω − ωβ(E−))2

+ O
(
(ω − ωβ(E−))3

)
. (3.52)

In particular, z̃(ω) admits an inverse around z = E− that is locally analytic if and only 
if z̃′(ωβ(E−)) �= 0. Thus the smallest edge E− of the support of μα � μβ , is the smallest 
u ∈ R such that z̃′(ωβ(u)) = 0. To find the location of the edge, we compute

z̃′(ω) = −F ′
μα

(ω) + 1 + 1
F ′
μβ

◦ F (−1)
μβ ◦ Fμα

(ω)
F ′
μα

(ω) . (3.53)

Hence, choosing ω = ωβ(z), we get

z̃′(ωβ(z)) = −F ′
μα

(ωβ(z)) + 1 + 1
F ′
μβ

(ωα(z))F
′
μα

(ωβ(z)) , (3.54)

thence, from z̃′(ωβ(E−)) = 0 we have

(F ′
μα

(ωβ(E−)) − 1)(F ′
μβ

(ωα(E−)) − 1) = 1 . (3.55)

This proves (3.45).
We move on to proving (3.46). From (3.51) we compute,

z̃′′(ω) = −F ′′
μα

(ω) + 1
F ′
μβ

◦ F (−1)
μβ ◦ Fμα

(ω)
F ′′
μα

(ω)

− 1
(F ′

μβ
◦ F (−1)

μβ ◦ Fμα
(ω))3

(
F ′′
μβ

◦ F (−1)
μβ

◦ Fμα
(ω)

)
· (F ′

μα
(ω))2 ,

and thus by choosing ω = ωβ(z), we get

z̃′′(ωβ(z)) = −F ′′
μα

(ωβ(z)) + 1
F ′
μβ

(ωα(z))F
′′
μα

(ωβ(z))

− 1
(F ′

μβ
(ωα(z)))3F

′′
μβ

(ωα(z)) · (F ′
μα

(ωβ(z)))2 .

This we can rewrite as

z̃′′(ωβ(z)) =
F ′′
μα

(ωβ(z))
F ′
μβ

(ωα(z))
(
1 − F ′

μβ
(ωα(z))

)
− 1

(F ′
μβ

(ωα(z)))3F
′′
μβ

(ωα(z)) ·
(
F ′
μα

(ωβ(z))
)2

.

(3.56)

Thus choosing z = E− and recalling (3.54) and (3.55), we get
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z̃′′(ωβ(E−)) =
F ′′
μα

(ωβ(E−))
F ′
μβ

(ωα(E−))
(
1 − F ′

μβ
(ωα(E−))

)
−

F ′′
μβ

(ωα(E−))
F ′
μβ

(ωα(E−))
(
F ′
μα

(ωβ(E−)) − 1
)2

.

(3.57)

From (3.50), we directly get

F ′
μβ

(ωα(E−)) = 1 +
∫
R

dμ̂β(x)
(x− ωα(E−))2 > 1 ,

F ′
μα

(ωβ(E−)) = 1 +
∫
R

dμ̂α(x)
(x− ωβ(E−))2 > 1 , (3.58)

where we used that μ̂α(R) > 0 and μ̂β(R) > 0 as follows from (3.25) and the assump-
tion that μα and μβ are not single point masses. Moreover, recalling from (3.29) that 
ωα(E−) ≤ Eβ

− − k0, ωβ(E−) ≤ Eα
− − k0, we obtain

F ′′
μβ

(ωα(E−)) =
∫
R

dμ̂β(x)
(x− ωα(E−))3 > 0 , F ′′

μα
(ωβ(E−)) =

∫
R

dμ̂α(x)
(x− ωβ(E−))3 > 0 .

(3.59)

Thus we infer from (3.57), (3.58) and (3.59) that there are constants c > 0 and C < ∞
such that

−C ≤ z̃′′(ωβ(E−)) ≤ −c . (3.60)

Choosing ω = ωβ(z) (thus z̃(ωβ(z)) = z) and using z̃′(ωβ(E−)) = 0, z̃′′(ωβ(E−)) < 0
in (3.52), we get

ωβ(z) − ωβ(E−) =

√
−2

z̃′′(ωβ(E−))
√

E− − z + O(|z −E−|) , (3.61)

for z in a neighborhood of E−. The branch of the square root is chosen such that 
Imωβ(z) > 0, z ∈ C+.

Next, setting z = E +iη, we observe that (3.60) and (3.61) imply, for z near E−, that

Imωβ(z) ∼
{√

κ + η , if E ≥ E− ,
η√
κ+η

, if E < E− .
(3.62)

This proves the third estimate in (3.46). The second estimate is obtained in the same 
way by interchanging the roles of the indices α and β. Finally the first estimate follows 
from (3.31) and the fact that ωα(z) and ωβ(z), z ∈ E0, are away from the supports of 
the measure μβ respectively μα by (3.29) and (3.61). This shows (3.46) and concludes 
the proof of Lemma 3.8. �
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Remark 3.9. From (3.61) and mμα�μβ
(z) = mμα

(ωβ(z)) we get the precise behavior of 
mμα�μβ

(z) on E0,

mμα�μβ
(z) −mμα�μβ

(E−) = m′
μα

(ωβ(E−))

√
−2(ωβ(E−))
z̃′′(ωβ(E−))

√
E− − z + O(|z −E−|) ,

and thus by the Stieltjes inversion formula we have the square root behavior for the 
density of μα � μβ ,

dμα � μβ(x) ∼
√

x− E− dx , ∀x ∈ [E−, E− + κ0] . (3.63)

Corollary 3.10. Let E0 be as in (3.47). Then the following behaviors hold uniformly for 
z ∈ E0,

m′
μα�μβ

(z) ∼ 1√
|z −E−|

, m′′
μα�μβ

(z) ∼ 1
|z − E−|3/2

, (3.64)

ω′
α(z) ∼ 1√

|z −E−|
, ω′′

α(z) ∼ 1
|z − E−|3/2

, (3.65)

and

F ′
μα

(ωβ(z)) ∼ 1 , F ′′
μα

(ωβ(z)) ∼ 1 , F ′′′
μα

(ωβ(z)) ∼ 1 . (3.66)

The same estimates hold true when the roles of the subscripts α and β are interchanged.

Proof. Having established (3.46) for the behavior of ωα and ωβ around the smallest edge 
E−, the behaviors in (3.64) follow directly. Using the subordination equations (2.9), we 
note that F ′

μα
(ωβ(z))ω′

β(z) = F ′
μβ

(ωα(z))ω′
α(z) = −m′

μα�μβ
(z)/(mμα�μβ

(z))2, which 
together with (3.64) imply (3.65). Finally, (3.66) follows directly from the analyticity of 
Fμβ

and Fμα
in neighborhood of ωα(E−), respectively ωβ(E−). �

Let us define a second subdomain Eκ0 of E by setting

Eκ0 := {z ∈ E : Eα
− + Eβ

− − 1 ≤ Re z − E− ≤ κ0 , 0 ≤ Im z ≤ ηM} (3.67)

with κ0 and ηM as in (3.47). Note that E0 ⊂ Eκ0 ⊂ E . We further introduce the functions

Sαβ ≡ Sαβ(z) := (F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1) − 1 ,

Tα ≡ Tα(z) := 1
2
(
F ′′
μα

(ωβ(z))
(
F ′
μβ

(ωα(z)) − 1
)2 + F ′′

μβ
(ωα(z))

(
F ′
μα

(ωβ(z)) − 1)
)
,

Tβ ≡ Tβ(z) := 1
2
(
F ′′
μβ

(ωα(z))
(
F ′
μα

(ωβ(z)) − 1
)2 + F ′′

μα
(ωβ(z))

(
F ′
μβ

(ωα(z)) − 1)
)
,

z ∈ C+ . (3.68)
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These functions are essentially the first and second order derivatives of the subordination 
equations (2.9). We have the following corollary on the estimates of mμα�μβ

, ωα, ωβ and 
also the above functions.

Corollary 3.11. Let Eκ0 be as in (3.67) and let E0 be as in (3.47). Then

Immμα�μβ
(z) ∼ Imωα(z) ∼ Imωβ(z) ∼

{√
κ + η , if E ≥ E− ,
η√
κ+η

, if E < E− ,
(3.69)

and

Sαβ(z) ∼
√
κ + η (3.70)

hold uniformly for z ∈ Eκ0 , with κ given in (2.14). Moreover, we have

Tα(z) ∼ 1 , Tβ(z) ∼ 1 , (3.71)

uniformly for z ∈ E0, respectively

|Tα(z)| ≤ C , |Tβ(z)| ≤ C , (3.72)

uniformly for z ∈ Eκ0 , for some constant C.

Proof of Corollary 3.11. Having established (3.46) for the behavior of ωα and ωβ on 
E0, the behaviors in (3.69), (3.70) and (3.71) can be checked by elementary computa-
tions using Taylor expansions as in the proof of Lemma 3.8, and the estimates in (3.58)
and (3.59).

Consider now the complementary domain Eκ0 \E0. Observe that κ + η ∼ 1 in Eκ0 \E0. 
Hence, we have

Immμα�μβ
(z) =

∫
R

η

(x− E)2 + η2 dμα � μβ(x) ∼ η (3.73)

uniformly on Eκ0 \ E0. Then, from (3.30), (3.73) and Imωα(z) ≥ η, Imωβ(z) ≥ η, we get

Imωα(z) ∼ η , Imωα(z) ∼ η . (3.74)

Observe that both estimates in (3.69) are of the same order as η if z ∈ Eκ0 \ E0. Hence, 
we have (3.69).

Next, we show that (3.70) can be extended to the whole Eκ0 \ E0. Since κ + η ∼ 1, 
it suffices to show that the left side of (3.70) is comparable to 1 on Eκ0 \ E0. We first 
consider real z ∈ [Eα

−+Eβ
−−1, E−]. Using (3.50) and its analogue for F ′

μ , (3.55), (3.70), 

α



24 Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639
the monotonicity of ωα(z) and ωβ(z) on (−∞, E−−κ0] (cf., Lemma 3.3), and (3.29), we 
see that

0 ≤ (F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1) ≤ 1 − c , ∀z ∈ [Eα
− + Eβ

− − 1, E− − κ0] ,

for some small constant c > 0. Hence, we have

∣∣(F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1) − 1
∣∣ ∼ 1 , ∀z ∈ [Eα

− + Eβ
− − 1, E− − κ0] .

(3.75)

Then, (3.75) can be extended to all z = E + iη, with E ∈ [Eα
− + Eβ

− − 1, E− − κ0] and 
0 ≤ η ≤ η̃0 for sufficiently small constant η̃0 > 0 by continuity. This together with (3.70)
gives the estimate in the regime E ∈ [Eα

− + Eβ
− − 1, E− + κ0] and 0 ≤ η ≤ η0 after 

possibly reducing η0 to η̃0 if η0 > η̃0.
It remains to show that the left side of (3.70) is proportional to 1 when E ∈ [Eα

− +
Eβ

− − 1, E− + κ0] and η0 ≤ η ≤ ηM. To this end, we first recall (3.50), and observe from 
(3.48) that

ImFμα
(ωβ(z)) − Imωβ(z)

Imωβ(z) =
∫
R

1
|x− ωβ(z)|2 dμ̂α(x) . (3.76)

Hence, using (3.50), (3.76) and their Fμβ
analogues, we have

|(F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1)|

≤ ImFμα
(ωβ(z)) − Imωβ(z)

Imωβ(z)
ImFμβ

(ωα(z)) − Imωα(z)
Imωα(z)

= Imωβ(z) − η

Imωβ(z)
Imωα(z) − η

Imωα(z) ≤ 1 − c , (3.77)

for a strictly positive constant c, where in the second step we used the second equation 
in (2.9) and in the last step we used that η ≥ η0 and (3.74). Then, from (3.77) we get 
(3.70) in the whole of Eκ0 .

Similarly, the upper bound in (3.72) follows from (3.74), (3.29), the monotonicity in 
Lemma 3.3, and the continuity of ωα and ωβ. Omitting the details, we conclude the proof 
of Corollary 3.11. �

At this stage we have completed the first step in the proof of Proposition 3.1. In the 
next subsection, we carry out the second step where we translate results obtained so far 
for μα and μβ to the measures μA and μB by giving the actual proof of Proposition 3.1.



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 25
3.2. Proof of Proposition 3.1

Consider the N -dependent measures μA and μB while always assuming that they sat-
isfy Assumption 2.2. Let ωA(z) and ωB(z) denote the subordination functions associated 
by (2.11) to the measures μA and μB . Recall further the definition of the z-dependent 
quantities SAB , TA and TB in (3.1).

Recall that E− = inf suppμα � μβ . Fix sufficiently small ε, δ > 0 and let the domain 
D be defined by

D := Din ∪ Dout , (3.78)

with

Din := {z ∈ C+ : |z − E−| ≤ δ} ∩ {Im z ≥ N−1+10ε,Re z > E− −N−1+10ε} ,
Dout := {z ∈ C+ : |z − E−| ≤ δ} ∩ {Re z < E− −N−1+10ε} .

Notice that the bounds on A, B-quantities will be for spectral parameters z that are 
separated away from the limiting spectrum (e.g., by assuming that Im z ≥ N−1+10ε) 
unlike in case of the α, β-quantities.

Lemma 3.12. Let μA, μB, μα and μβ satisfy Assumptions 2.1 and 2.2. Then there is a 
constant C∗ such that for any z ∈ D we have

|ωA(z) − ωα(z)| + |ωB(z) − ωβ(z)| ≤ C∗ N−1+ε√
|z − E−|

≤ N−1/2+ε , (3.79)

|SAB(z)| ∼
√
|z −E−| , (3.80)

and

|TA(z)| ∼ 1 , |TB(z)| ∼ 1 , (3.81)

for N sufficiently large. Moreover, we have for any z ∈ D that

ImmμA�μB
(z) ∼

√
|z − E−| , z ∈ Din , (3.82)

ImmμA�μB
(z) � Im z + O(N−1+ε)√

|z −E−|
, z ∈ Dout , (3.83)

for N sufficiently large. Furthermore, for the imaginary parts the bound (3.79) is, for N
sufficiently large, sharpened to

|ImωA − Imωα| + |ImωB − Imωβ | �
(Imωα + Imωβ)N−1+ε + Im z√ , (3.84)
|z − E−|
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for z ∈ Dout, η ≤ N−1, which implies that

inf suppμA � μB ≥ E− −N−1+10ε . (3.85)

Away from the spectral edge we have the following weaker versions of (3.80), (3.81):

|SAB(z)| ∼ 1 , (3.86)

|TA(z)| + |TB(z)| ≤ C , (3.87)

hold uniformly for any z with δ ≤ |z −E−| ≤ C, for N sufficiently large.

Proof. We start by rewriting the subordination equation for μA and μB (cf., (2.9) with 
μ1 = μA, μ2 = μB) as

Fμα
(ωB(z)) − ωA(z) − ωB(z) + z = r1(z) ,

Fμβ
(ωA(z)) − ωA(z) − ωB(z) + z = r2(z) , (3.88)

where we introduced

r1(z) := Fμα
(ωB(z)) − FμA

(ωB(z)) , r2(z) := Fμβ
(ωA(z)) − FμB

(ωA(z)) .
(3.89)

We rely on the following local stability result for the system (3.88).

Lemma 3.13. Let ωα(z) and ωβ(z) be the unique solutions to (2.9) with μ1 = μα and 
μ2 = μβ. Fix z0 ∈ D. Assume that the functions ωA, ωB : C+ → C+ and r1, r2 :
C+ → C satisfy (3.88) with z = z0. Assume moreover that there is a function q ≡ q(z)
such that

|ωA(z0) − ωα(z0)| ≤ q(z0) , |ωB(z0) − ωβ(z0)| ≤ q(z0) , (3.90)

with q(z) = o(1) and q(z)/Sαβ(z) = o(1) as N → ∞, uniformly in z ∈ D, where Sαβ is 
given in (3.68). Then we have

|ωA(z0) − ωα(z0)| + |ωB(z0) − ωβ(z0)| ≤ C
|r1(z0)| + |r2(z0)|

|Sαβ(z0)|
, (3.91)

for N sufficiently large, with some constant C independent of N and z0.

Proof. The proof is similar to the proof of Proposition 4.1 in [3]. We start by Taylor 
expanding Fμα

(ωB(z0)) to second order around ωβ(z0), so that the first equation in (3.88)
reads
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Fμα
(ωβ(z0)) + F ′

μα
(ωβ(z0))

(
ωB(z0) − ωβ(z0)

)
− ωA(z0) − ωB(z0) + z0

= r1(z0) + O(|ωB(z0) − ωβ(z0)|2) ,

where we used that F ′′
μα

(ωβ(z)) is uniformly bounded for all z ∈ D (see (3.66)) and hence 
so is F ′′

μα
(ω̃) for all ω̃ ∈ C in a q(z0)-neighborhood of ωβ(z0). Subtracting from this last 

equation the subordination equation Fμα
(ωβ(z0)) − ωα(z0) −ωβ(z0) + z0 = 0, we obtain(

F ′
μα

(ωβ(z0)) − 1
)
ΩB(z0) − ΩA(z0) = r1(z0) + O

(
|ΩB(z0)|2

)
, (3.92)

where we introduced ΩB(z0) :=ωB(z0) −ωβ(z0) and ΩA(z0) :=ωA(z0) −ωα(z0). Repeating 
the above with the roles of (α, A) and (β, B) interchanged, we also obtain(

F ′
μβ

(ωα(z0)) − 1
)
ΩA(z0) − ΩB(z0) = r2(z0) + O

(
|ΩA(z0)|2

)
. (3.93)

Combining (3.92) and (3.93), we conclude that

|ΩA(z0)| ≤ C
|r1(z0)| + |r2(z0)|

|Sαβ(z0)|
+ C ′ |ΩA(z0)|2

|Sαβ(z0)|
,

|ΩB(z0)| ≤ C
|r1(z0)| + |r2(z0)|

|Sαβ(z0)|
+ C ′ |ΩB(z0)|2

|Sαβ(z0)|
, (3.94)

with Sαβ given in (3.68), for some numerical constant C and C ′ independent of N and 
z0.

Next, since we are assuming that |ΩA(z0)|/|Sαβ | ≤ q(z0)/|Sαβ | = o(1), and similarly 
for ΩB(z0), we conclude from (3.94) that

|ΩA(z0)| + |ΩB(z0)| ≤ 4C |r1(z0)| + |r2(z0)|
|Sαβ(z0)|

, (3.95)

which, upon renaming the constants was to be proved. �
Returning to the proof of Lemma 3.12, we use a continuity argument to prove (3.79)

for spectral parameters z ∈ D close to the imaginary axis. First, for any z ∈ D with 
Im z = ηM, for some small fixed ηM ∼ 1, the local linear stability result of Lemma 4.2 
of [3] shows that |ωA(z) − ωα(z)| + |ωB(z) − ωβ(z)| ≤ 2|r1(z)| + 2|r2(z)| ≤ N−1+2ε, 
provided that ImωA(z) − Im z ≥ c > 0 and ImωB(z) − Im z ≥ c > 0. These bounds 
follow from the subordination equation and the representation

ImωA(z) − Im z = ImFμA
(ωB(z)) − ImωB(z) = (Im z)

∫
R

dμ̂A(x)
|x− z|2 ≥ c′ > 0 ,

(3.96)

if Im z ≥ ηM, and similarly for ωB . Here we also used that μ̂A(R) > 0; see (3.25).
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Having established (3.79) for any z ∈ D with Im z = ηM , we fix E = Re z and reduce 
the imaginary part of z. Let ηE be the smallest number such that (3.79) holds for any 
z = E + iη with η ∈ [ηE , ηM ]; our goal is to show that ηE ≤ N−1+10ε. Suppose this is 
not the case. Use Lemma 3.13 with q(z) :=N−1+5ε/

√
|z −E−| and with the choice z0 :=

E + i(ηE − ζ) ∈ D for some tiny ζ > 0. Since ωA and ωα are continuous (even analytic) 
at z0, for a sufficiently small ζ > 0, the estimate (3.79) for z = E+iηE guarantees (3.90)
for z0. The other conditions of Lemma 3.13, namely q(z) = o(1) and q(z)/Sαβ(z) = o(1), 
clearly hold since Sαβ(z) ∼

√
|z −E−| by (3.70) and |z − E−| > N−1+10ε for z ∈ D.

Hence (3.91) follows by Lemma 3.13. We will verify below that the right hand side 
of (3.91), with this choice of z0, is smaller than the estimate C∗N−1+ε/

√
|z0 − E−|

in (3.79). This shows that (3.79) holds for z0 with imaginary part below ηE , contradicting 
to the definition of ηE . This proves (3.79) for all z ∈ D.

It remains to bound the right side of (3.91) under (3.90). For δ > 0 in (3.78) suffi-
ciently small, it follows from (3.29) and (3.61), that Reωβ(z0) < Eα

− − k0/2, and hence 
under (3.90) that ReωB(z0) < Eα

− − k0/4, for N sufficiently large. Let now I be a finite 
open interval such that suppμA, suppμα ⊂ I, dist(ReωB(z0), I) ≥ k0/8. Let h ∈ C2(R), 
then integration by parts shows that∣∣∣ ∫

R

h(x)dμA(x) −
∫
R

h(x)dμα(x)
∣∣∣ =

∣∣∣ ∫
R

h′(x)(FμA
(x) −Fμα

(x))dx
∣∣∣ , (3.97)

where FμA
and Fμα

are the cumulative distribution functions of μA and μα. Thus, letting 
s := dL(μA, μα), with dL the Lévy distance, we get∣∣∣ ∫

R

h(x)(dμA(x) − dμα(x))
∣∣∣ =

∣∣∣ ∫
R

(
h′(x) − h′(x + s)

)
FμA

(x)dx

+
∫
R

h′(x + s)
(
FμA

(x) −Fμα
(x + s)

)
dx
∣∣∣

≤ Cs
(

sup
x∈R

|h′′(x)| +
∫
R

|h′(x)|dx
)
, (3.98)

where we used that |FμA
(x) −Fμα

(x + s)| ≤ s from the definition of the Lévy distance. 
Let now χ be a smooth cut-off function such that χ(x) = 1, if x ∈ I, and χ(x) = 0, 
if dist(x, I) ≥ k0

100 . Then using (3.98) with h(x) = χ(x)(x − ωB(z0))−1 we conclude 
from (3.98) that, under (3.90),

|mμA
(ωB(z0)) −mμα

(ωB(z0))| ≤ Cs ≤ Cd , (3.99)

where C depends only on k0 and with d given in (2.3). Finally, by (3.29) we have

mμα
(ωβ(E−)) =

∫ dμα(x)
x− ωβ(E−) ≥ c1 > 0 .
R
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Furthermore, by the analyticity of the Stieltjes transform outside the support of μα and 
under (3.90) we conclude that Remμα

(ωB(z0)) ≥ c1/2, for sufficiently small δ in (3.78). 
Similarly, RemμA

(ωB(z0)) ≥ c1/3 from (3.99) as d = o(1). Hence, recalling (3.89), we 
get under (3.90), that for sufficiently large N ,

|r1(z0)| = |FμA
(ωB(z)) − Fμα

(ωB(z0))| ≤
|mμA

(ωB(z0)) −mμα
(ωB(z0))|

|mμA
(ωB(z0))mμα

(ωB(z0))|
≤ Cd ≤ CN−1+ε . (3.100)

Interchanging the roles of (μA, μα, ωB(z0)) and (μB, μβ , ωA(z0)), we obtain in the same 
way that |r2(z0)| ≤ Cd ≤ CN−1+ε, assuming (3.90).

Finally, the denominator of (3.91) can be bounded as Sαβ(z0) ∼
√
|z0 −E−| by (3.70). 

Thus we have

|ωA(z0) − ωα(z0)| + |ωB(z0) − ωβ(z0)| �
d

|Sαβ(z0)|
≤ C∗ N−1+ε√

|z0 − E−|
� N−1/2+ε

if C∗ is chosen sufficiently large. The last step uses that |z0 − E−| > N−1+10ε since 
z0 ∈ D. This completes the proof of (3.79).

From this bound we can compare Sαβ and SAB , Tα and TA, and Tβ and TB, e.g.,

|SAB(z) − Sαβ(z)|
≤ |(F ′

μA
(ωB(z)) − 1)(F ′

μB
(ωA(z)) − 1) − (F ′

μA
(ωβ(z)) − 1)(F ′

μB
(ωα(z)) − 1)|

+ |(F ′
μA

(ωβ(z)) − 1)(F ′
μB

(ωα(z)) − 1) − (F ′
μα

(ωβ(z)) − 1)(F ′
μβ

(ωα(z)) − 1)|
� |ωA(z) − ωα(z)| + |ωB(z) − ωβ(z)| + d � N−1/2+ε , z ∈ D ,

(in the first estimate we used that F ’s are all regular and in the second we used the same 
in addition to (3.29) and (2.4)). Since |Sαβ | ≥ N−1/2+5ε in this regime, we immediately 
get (3.80). The bounds (3.81), (3.82), (3.83), (3.86) are proven exactly in the same way 
by showing that the difference between the finite-N quantity and the limiting quantity 
is smaller than the size of the limiting quantity given in (3.68) and (3.64).

The proof of (3.84) requires one more argument. Outside of the support, (3.79) is not 
optimal for the imaginary parts. Recall r1 and r2 from (3.89), z ∈ C+. Clearly

|Im r1(z)| ≤ C(ImωB(z))N−1+ε, |Im r2(z)| ≤ C(ImωA(z))N−1+ε , z ∈ D ,

since

ImFμα
(ωB(z)) = Immμα

(ωB(z))
|mμα

(ωB(z))|2 = ImωB(z)
|mμα

(ωB(z))|2
∫
R

dμα(x)
|x− ωB(z)|2 ,

so changing α to A yields a factor N−1+ε by (2.3), since ωB(z) is away from the support 
of μα as ωβ(z) is away from the support of μα and we have |ωB(z) − ωβ(z)| ≤ N−1/2+ε
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by (3.79). Taking imaginary parts in (3.88) and using the representations from (3.23)
yields the estimates

ImωB(z)
∫
R

dμ̂α(x)
|x− ωB(z)|2 − ImωA(z) + Im z = Im r1(z) = O

(
ImωB(z)N−1+ε

)
,

ImωA(z)
∫
R

dμ̂β(x)
|x− ωA(z)|2 − ImωB(z) + Im z = Im r2(z) = O

(
ImωA(z)N−1+ε

)
,

(3.101)

z ∈ D. Similarly, starting from the subordination equations for μα and μβ, we have

Imωβ(z)
∫
R

dμ̂α(x)
|x− ωβ(z)|2 − Imωα(z) + Im z = 0 ,

Imωα(z)
∫
R

dμ̂β(x)
|x− ωα(z)|2 − Imωβ(z) + Im z = 0 . (3.102)

In fact, using (3.79) we can change ωB to ωβ and ωA to ωα in the integrands and error 
terms in (3.101), to get

ImωB(z)
∫
R

dμ̂α(x)
|x− ωβ(z)|2 − ImωA(z) + Im z

= O
(
Imωβ(z)N−1+ε

)
+ O

(
Imωβ(z) N−1+ε√

|z −E−|

)
,

ImωA(z)
∫
R

dμ̂β(x)
|x− ωα(z)|2 − ImωB(z) + Im z

= O
(
Imωα(z)N−1+ε

)
+ O

(
Imωα(z) N−1+ε√

|z − E−|

)
, (3.103)

z ∈ D. Subtracting (3.102) from (3.103) and using that for very small η the determinant 
of the resulting linear system is very close to Sαβ(z) ∼

√
|z −E−|, z ∈ D, from (3.80), 

we get

|ImωA(z) − Imωα(z)| + |ImωB(z) − Imωβ(z)|

� Imωα(z) + Imωβ(z)√
|z −E−|

N−1+ε + Imωα(z) + Imωβ(z)
|z − E−|

N−1+ε .

Hence, recalling the bound in (3.69) for Imωα(z) and Imωβ(z), we get for z ∈ Dout with 
η ≤ N−1,



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 31
|ImωA(z) − Imωα(z)| + |ImωB(z) − Imωβ(z)|

� Imωα(z) + Imωβ(z)√
|z − E−|

N−1+ε + η√
|z −E−|

N−1+ε

|z − E−|

� Imωα(z) + Imωβ(z)√
|z − E−|

N−1+ε + η√
|z −E−|

.

This proves (3.84).
Finally, to prove (3.85), let z = x + iη with x ≤ E− − N−1+10ε. At a distance of at 

least N−1 below E−, we get

Immμα�μβ
(z) = Im z

∫
R

dμα � μβ(x)
|x− z|2 ≤ CN Im z .

Moreover from mμα�μβ
(z) = mα(ωβ(z)) we have Immα(ωβ(z)) ∼ Imωβ(z) since ωβ(z) is 

away from the support of μα. The same holds for ωα(z), so we get Imωα(z) +Imωβ(z) ≤
CN Im z. Taking η ↘ 0, we note that the right hand side of (3.84) goes to zero. Thus we 
get ImωA(x) = ImωB(x) = 0. Since ImmμA�μB

(z) ∼ ImωA(z) in this regime, x cannot 
lie in the support of μA � μB . This proves (3.85). �

Recall that γj denoted the j-th N -quantile of μα � μβ from (2.20) and similarly let 
γ∗
j denote the j-th N -quantile of μA � μB , i.e., these are the smallest numbers γj and 

γ∗
j such that

μα � μβ

(
(−∞, γj ]

)
= μA � μB

(
(−∞, γ∗

j ]
)

= j

N
.

Lemma 3.14 (Rigidity). Suppose Assumptions 2.1 and 2.2 hold. Fix some sufficiently 
small 0 < c < 1. Then we have, for any small ε > 0, the rigidity bound

|γj − γ∗
j | ≤ j−1/3N− 2

3+ε, j ∈ �1, cN� , (3.104)

for N sufficiently large depending on ε and c.
Under the additional Assumption 2.7 we have the rigidity estimate for all quantiles,

i.e.,

|γj − γ∗
j | ≤ min{j−1/3, (N + 1 − j)−1/3}N− 2

3+ε, j ∈ �1, N� . (3.105)

Proof. The proof of these rigidity results are fairly straightforward from the information 
collected so far, by using standard arguments to translate the closeness of Stieltjes trans-
form of two measures into closeness of their quantiles. We will just outline the argument. 
Recall the domain Eκ0 from (3.47).

First, we establish that there are at most Nε γj-quantiles as well as Nε γ∗
j -quantiles 

in an N−2/3+ε vicinity of E− = inf suppμα � μβ . This fact is immediate for the γj
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quantiles since their distribution is given by the regular square root law, see (3.63). For 
the γ∗

j -quantiles, we know from (3.85) that γ∗
1 ≥ E−−N−1+10ε. We compute from (3.82)

j

N
=

γ∗
j∫

−∞

dμA � μB(x) =

γ∗
j∫

E−−N−1+10ε

dμA � μB(x)

≤ C

γ∗
j∫

E−−N−1+10ε

ImmμA�μB
(x + iN−1+10ε)dx

≤ C

γ∗
j∫

E−−N−1+10ε

[
|x− E−| + N−1+10ε]1/2dx

≤ C|γ∗
j −E−|3/2 + CN−1+10ε|γ∗

j − E−| ,

which means that

|γ∗
j −E−| ≥ c

( j

N

)2/3
,

with some positive constant c > 0. So we have

γ∗
j ≥ E− + cN−2/3+ε, if j ≥ cN3ε/2, (3.106)

and note that the condition j ≥ cN3ε/2 is equivalent to γj ≥ E− + cN−2/3+ε. In the 
other direction we use

γ∗
j∫

E−−N−1+10ε

dμA � μB(x) ≥ c

γ∗
j∫

E−−N−1+10ε

ImmμA�μB
(x + iN−1+10ε) dx

if |γ∗
j − E−| � N−1+10ε. Using again (3.82) we get

j

N
≥ c|γ∗

j −E−|3/2, i.e., γ∗
j ≤ E− + C

( j

N

)2/3
∀j,

since this latter bound also holds in the case, when |γ∗
j −E−| � N−1+10ε is not satisfied.

Thus we have established

|γj − γ∗
j | ≤ |γj − E−| + |γ∗

j −E−| ≤ CN−2/3+ε, whenever γj ≤ E− + N−2/3+ε.

(3.107)
From the continuity of the free convolution (Proposition 4.13 of [10]) and the condition 

(2.3) we get
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dL(μA � μB , μα � μβ) ≤ dL(μA, μα) + dL(μB , μβ) ≤ N−1+ε .

On the other hand, the definition of the Lévy distance and the boundedness of the density 
of μα � μβ below E− + κ0 (see (3.63)) directly imply that∣∣μA � μB

(
(−∞, x)

)
− μα � μβ

(
(−∞, x)

)∣∣ ≤ CN−1+ε (3.108)

holds for any x ≤ E− +κ0. Together with (3.107), this estimate immediately implies the 
bound (3.104).

For the proof of (3.105), we note that (ii′) and (v′) of Assumption 2.7 guarantee that 
near the upper edge of the support of μα � μβ a similar rigidity statement holds as 
(3.104). Finally, (ii′) of Assumption 2.7 together with the continuity and boundedness of 
the density of μα � μβ (see (3.8)) imply that the density has a positive lower and upper 
bound away the two extreme edges of its support. This information together with (2.3)
are sufficient to conclude that (3.108) hold uniformly for any x ∈ R. The corresponding 
result (3.105) for the quantiles follows immediately. �
Proof of Proposition 3.1. First, on the domain D, (i) of Proposition 3.1 follows from 
(3.79), (3.29), the assumption (2.4) and also the continuity of ωα and ωβ. In the com-
plementary domain Dτ (ηm, ηM) \D, we first prove (3.3). Using the equations mμA�μB

=
mμA

(ωB) = mμB
(ωA), we see that the upper bounds on ωA and ωB follow from the fact 

that |mμA�μB
(z)| ≥ c, which can easily be derived from the rigidity (3.104). For (3.2), 

we further split into two regimes. In the regime η ≥ η0 for some small η > 0, we use the 
fact ImωA(z), ImωB(z) ≥ η directly. In the regime η ≤ η0, we use the continuity of ωA

and ωB, and also the monotonicity of the ωA(u) and ωB(u) for u ∈ (−∞, E− − δ] which 
can be proved similarly to the monotonicity of ωα(u) and ωβ(u) (cf., (3.19)).

Similarly, on the domain D, Proposition 3.1 (ii) follows from (3.82) and (3.83) directly. 
In the complementary domain Dτ (ηm, ηM) \D, we apply again the rigidity result (3.104)
to conclude the proof.

Statement (iii) follows from (3.80), (3.81), (3.86) and (3.87).
Finally, to prove item (iv), we differentiate the subordination equations (2.9) with 

respect to z to get(
1 1 − F ′

A(ωB(z))
1 − F ′

B(ωA(z)) 1

)(
ω′
A(z)

ω′
B(z)

)
=
(

1
1

)
,

with the shorthand FA ≡ FμA
, FB ≡ FμB

. Hence,(
ω′
A(z)

ω′
B(z)

)
= −S−1(z)

(
F ′
A(ωB(z))

F ′
B(ωA(z))

)
,

where S ≡ SAB . Using (3.1) and (3.2) and (3.5), we directly get the first two estimates 
in (3.7), since F ′

A(ωB(z)) and F ′
B(ωA(z)) are uniformly bounded on Dτ (ηm, ηM) by (3.2).
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Next, from the definition of S(z) in (3.1), we observe that

|S ′(z)| =
∣∣∣F ′′

B(ωA)(F ′
A(ωB) − 1)ω′

A(z) + F ′′
A(ωB)(F ′

B(ωA) − 1)ω′
B(z)

∣∣∣ ≤ C|S−1(z)| ,
(3.109)

where in the second step we used (3.2) and the first two estimates in (3.7). Hence, by (3.5)
we get the third estimate in (3.7) and statement (iv) is proved. This finishes the proof 
of Proposition 3.1. �
4. General structure of the proof

4.1. Partial randomness decomposition

In this subsection, we recall the partial randomness decomposition of the Haar unitary 
matrix used in [4], which will often be used below.

Let ui = (ui1, . . . , uiN )T be the i-th column of the Haar distributed matrix U . Let θi
be the argument of uii. The following partial randomness decomposition of U is taken 
from [16] (see also [24]): For any i ∈ �1, N�, we can write

U = −eiθiRiU
〈i〉 , (4.1)

where U 〈i〉 is a unitary block-diagonal matrix whose (i, i)-th entry equals 1, and its (i, i)-
minor is Haar distributed on U(N − 1). Hence, U 〈i〉ei = ei and e∗iU

〈i〉 = e∗i , where ei is 
the i-th coordinator vector. Here Ri is a reflection matrix, defined as

Ri := I − rir
∗
i , (4.2)

where

ri :=
√

2 ei + e−iθiui

‖ei + e−iθiui‖
. (4.3)

Using U 〈i〉ei = ei and (4.1), we see that

ui = Uei = −eiθiRiei . (4.4)

Hence, Ri = R∗
i is actually the Householder reflection (up to a sign) sending ei to 

−e−iθiui. With the decomposition in (4.1), we can write

H = A + B̃ = A + RiB̃
〈i〉Ri ,

where we introduced the notations

B̃ := UBU∗, B̃〈i〉 := U 〈i〉B(U 〈i〉)∗ .
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Observe that B̃〈i〉ei = biei and e∗i B̃
〈i〉 = bie

∗
i . Clearly, B̃〈i〉 is independent of ui.

It is known that ui ∈ SN−1
C := {x ∈ CN : x∗x = 1} is a uniformly distributed 

complex vector, and there exists a Gaussian vector g̃i ∼ NC(0, N−1IN ) such that

ui = g̃i

‖g̃i‖
.

We then further introduce the notations

gi := e−iθi g̃i , hi := gi

‖gi‖
= e−iθiui , �i :=

√
2

‖ei + hi‖
. (4.5)

Observe that the components gik of gi are independent. Moreover, for k �= i, gik ∼
NC(0, 1

N ) while gii is a χ-distributed random variable with Eg2
ii = 1

N . With the above 
notations, we can write ri in (4.3) as

ri = �i(ei + hi) . (4.6)

In addition, using (4.4) and the fact R2
i = I, we have

Riei = −hi , Rihi = −ei , (4.7)

which also imply

h∗
i B̃

〈i〉Ri = −e∗i B̃ , e∗i B̃
〈i〉Ri = −bih

∗
i = −h∗

i B̃ . (4.8)

Here, in the first equality of the second equation we used that e∗i B̃〈i〉 = biei. We introduce 
the vectors

g̊i := gi − giiei , h̊i := g̊i

‖gi‖
,

where the χ-distributed variable gii is kicked out.

4.2. Summary of the proof route

In this subsection, we summarize the main route of the proof. While the final goal of 
the local law is to understand Gii, i ∈ �1, N�, and its averaged version, we work with 
several auxiliary quantities first. To understand their origin, it is useful to review the 
structure of our previous proofs of the local laws in the bulk [4,5]. We first introduce the 
following control parameters

Ψ ≡ Ψ(z) :=
√

1
Nη

, Π ≡ Π(z) :=

√
ImmH

Nη
, (4.9)
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for z ∈ C+, where η = Im z. In [4], we investigated two main quantities:

Si ≡ Si(z) := h∗
i B̃

〈i〉Gei , Ti ≡ Ti(z) := h∗
iGei . (4.10)

In particular we showed that

Si = z − ωB(z)
ai − ωB(z) + O≺(Ψ) , Ti = O≺(Ψ) ,

by performing integration by parts in the h∗
i variable. Using the identity

Gii = 1 − (B̃G)ii
ai − z

and that

(B̃G)ii = e∗iRiB̃
〈i〉RiGei = −h∗

i B̃
〈i〉RiGei = −Si + h∗

i B̃
〈i〉rir

∗
iGei

= −Si + �2i (h
∗
i B̃

〈i〉hi + bihii)(Gii + Ti) ,

we obtained the entry-wise local law for Gii from a precise control on Si and Ti.
Technically Si is a better quantity than Gii to handle since integration by parts can 

be directly applied to it. However, along the calculation the quantity Ti appeared and 
a second integration by parts was needed to control it. We obtained a closed system 
of equations on the expectations of Si and Ti (see (6.23)–(6.24) of [4]) from which the 
entry-wise local law in the bulk followed.

To obtain the law for the normalized trace of G in [5], we performed fluctuation 
averaging, but again not for Gii directly. We considered averages (with arbitrary bounded 
weights di) of the quantity

Zi := Qi + GiiΥ ,

where we defined

Qi ≡ Qi(z) := (B̃G)iitrG−Giitr B̃G , (4.11)

Υ ≡ Υ(z) := tr B̃G− (tr B̃G)2 + trGtr B̃GB̃ . (4.12)

From the entry-wise laws it is clear that |Qi|, |Υ| ≺ Ψ, and now we improve these bounds, 
at least in averaged sense in case of Qi. Notice that Qi is the most “symmetric” quantity, 
in particular 

∑
i Qi = 0, but technically it is not convenient to perform a high moment 

estimate for its weighted average, 1
N

∑
i diQi. The reason is that one step of integration 

by parts generates an additional term, GiiΥ, which is hard to control directly. So instead 
of averaging Qi, in [5] we included a counter term, i.e., we averaged Zi instead. We first 
proved that the average is one order better, i.e.,
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∣∣∣ 1
N

N∑
i=1

diZi

∣∣∣ ≺ Ψ2 (4.13)

with arbitrary deterministic weights |di| ≤ 1. Then, using (4.13) with di ≡ 1, we obtained 
|Υ| ≺ Ψ2. Thus a posteriori we showed that the counter term GiiΥ is irrelevant for 
estimates of order Ψ2 and we obtained the same bound (4.13) for Qi as well. Finally, 
the bounds on the average of Qi with careful choices of the weights di and using the 
algebraic identities between G and B̃G yielded the averaged law for Gii with the optimal 
O≺(Ψ2) error.

All results in [4,5] concerned the bulk. It is well known from the analogous results 
for Wigner matrices that the edge analysis is more difficult. The main reason is that 
the corresponding Dyson equation, the subordination equation in the current model, is 
unstable at the spectral edge, hence more precise estimates are necessary for the error 
terms. Theoretically, all error terms involving Ψ = 1√

Nη
should be improved by a factor 

of 
√

Imm, where we set m := mμA�μB
. This factor reflects that the density of states is 

small at the edge (at a square root edge we have Imm(z) ∼ √
κ + η, where η = Im z

and κ is the distance of Re z to the edge). This improvement exactly compensates for 
the bound of order (κ + η)−1/2 on the inverse of the linearization of the subordination 
equation near the edge. However, this improvement is quite complicated to obtain and 
the method in [5] is not sufficient.

In this paper we present a new strategy to obtain the stronger bound. To prepare for 
the higher accuracy, already in the entry-wise law we work with two new quantities Pi

and Ki instead of Si and Ti. They are defined as

Pi ≡ Pi(z) := (B̃G)iitrG−Giitr (B̃G) + (Gii + Ti)Υ , (4.14)

Ki ≡ Ki(z) := Ti + (biTi + (B̃G)ii)trG− (Gii + Ti)tr (B̃G) . (4.15)

We recognize that Pi = Qi + (Gii + Ti)Υ = Zi + TiΥ, i.e., we included an additional 
counter term TiΥ to the previous Zi. While a posteriori this counter term turns out to 
be irrelevant, it is necessary in order to perform the integration by parts more precisely. 
Similarly,

Ki =
(
1 + bitrG− tr (B̃G)

)
Ti + Qi , (4.16)

i.e., Ki is a linear combination of Ti and Qi, it is nevertheless easier to work with Ki.
The proof of the estimates of the aforementioned quantities is divided into three 

parts. All these parts are performed for a fixed z and under the condition that Gii’s and 
Ti’s satisfy a weak a priori bound (cf., (5.13)). This condition will be verified later in 
Section 8.

In the first part (Section 5) we obtain entry-wise bounds of the form

|Ki|, |Qi|, |Ti|, |Pi| ≺ Ψ, as well as |Υ| ≺ Ψ ; (4.17)
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see Proposition 5.1. Notice that the estimates are still in terms of Ψ = 1√
Nη

without 
the improving factor 

√
Imm. These results would be possible to derive directly from the 

estimates in [4] by operating with Si and Ti, we nevertheless use the new quantities, since 
the formulas derived along the entry-wise bounds will be used in the improved bounds 
later.

There is yet another reason for introducing the new quantities Pi and Ki, namely 
that in the current paper we have also changed the strategy concerning the entry-wise 
laws. In [4], a precursor to [5], we first proved entry-wise laws by deriving a system of 
equations for the expectation values (of Si and Ti), complemented with concentration 
inequalities to enhance them to high probability bounds. For the improved bound on 
averaged quantities high moment estimates were performed only in [5], using the entry-
wise law as an input. In the current paper we organize the proof in a more straightforward 
way, similarly to [6]. We bypass the fairly complicated concentration argument leading 
to the entry-wise law in [4] and we rely on high moment estimates directly even for the 
entry-wise law. This strategy is not only conceptually cleaner but also allows us to use 
essentially the same calculations for the entry-wise and the averaged law. The estimates 
of many error terms are shared in the two parts of the proofs; in case of some other 
estimates it will be sufficient to point out the necessary improvements. However, high 
moment estimates require to consider more carefully chosen quantities. For example, no 
direct high moment estimates are possible for Si since it is even not a small quantity. But 
high moment estimates for the smaller quantities Ti and Qi produce additional terms 
that are difficult to handle. It turns out that the carefully chosen counter terms in Pi

and Ki make them suitable for performing high moment bounds.
More precisely, in the first step we compute the high moments of Ki and conclude that 

|Ki| ≺ Ψ. In the second step we prove a high moment bound for Pi = Qi + (Gii + Ti)Υ, 
i.e., prove |Pi| ≺ Ψ. In the third step we average this bound and conclude |Υ| ≺ Ψ, 
which in turn yields that |Qi| ≺ Ψ. Finally, from (4.16) we conclude that |Ti| ≺ Ψ. This 
proves (4.17) and completes the entry-wise bounds.

In the second part of the proof (Section 6) we derive a rough bound on the averaged 
quantities. We will focus on 1

N

∑
i diQi, since Qi is the most fundamental quantity. 

Averaged quantities typically are one order better than the trivial entry-wise bounds 
indicate, i.e., | 1

N

∑
i diQi| ≺ Ψ2 = (Nη)−1, and indeed this was proven in [5] in the bulk 

and could be extended to the edge. In fact, due to the improvement at the edge, now we 
expect a bound of order Π2 ≈ Imm/Nη, but we cannot obtain this in general. In this 
second part of the proof, we therefore prove a bound of the form

∣∣∣ 1
N

∑
i

diQi

∣∣∣ ≺ ΠΨ ≈
√

Imm

Nη
,

which is “half-way” between the standard fluctuation averaging bound and the expected 
optimal bound. We compute the high moments of 1

N

∑
i diQi to achieve this bound. 

Interestingly, the apparently leading term in the high moment calculation already gives 
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the optimal bound Π2 (first term on the right of (6.5)), but a “cross-term” (when the 
derivative hits another factor of 1

N

∑
i diQi) is responsible for the weaker ΠΨ bound.

Another point to make is that it is not necessary to compute the high moments of 
another quantity for the rough averaged bound, unlike in [4,5] and in the first part of 
the current proof, where we always operated with two different quantities in parallel. 
Various error terms along the calculation of 1

N

∑
i diQi do contain Ti, but these terms 

can all be estimated using the entry-wise bound |Ti| ≺ Ψ only. Choosing a special weight 
sequence di we also improve the bound on Υ to |Υ| ≺ ΠΨ. In particular we could obtain 
an improved averaged bound on Pi = Qi + (Gii + Ti)Υ immediately, and with a little 
effort on Ki and Ti as well, but we do not need them.

Finally, in the third part of the proof (Section 7) we obtain the optimal Π2 bound for 
the average of Qi, but only for two very specially chosen weights, see (7.10)–(7.12). In 
fact, only the estimates on the “cross-term” need to be improved and the weights are 
carefully chosen to achieve an additional cancellation. Nevertheless, linear combinations 
of Qi’s with these two special sequences of weights are sufficient to imply an optimal 
self-consistent inequality for Λ := |ΛA| + |ΛB | (see (7.2)).

The above three steps are done for a fixed z, under an a priori input on the bounds 
of Gii’s and Ti’s, (cf., (5.13)). In order to get these inputs uniformly in Dτ (ηm, ηM), we 
need to perform a continuity argument in the imaginary part of the spectral parameter 
η = Im z. In Section 8 we will prove in Theorem 8.1 that

|Pii| + |Kii| + Λc
d + ΛT ≺ Ψ , and Λd + ΛA + ΛB ≺ 1

(Nη) 1
3
, (4.18)

uniformly in Dτ (ηm, ηM). Note that the latter bound is weaker than our final goal of 
order (Nη)−1. Hence we call the second inequality in (4.18) weak local law, and the 
final bound (2.17), the optimal average law for Gii, is called strong local law since it 
relies on the optimal (Nη)−1 bound in (4.18). The reason for this two-level approach, 
common in most local law proofs, is that the uniformity of the estimates in z is obtained 
by a continuity argument that cannot be optimally performed along the high moment 
estimates behind the fluctuation averaging. In fact, in the bulk regime, Theorem 2.6 of 
[4], (as well as for the analogous proofs for Wigner-type matrices) fluctuation averaging 
and high moment estimates were not even needed at this stage; a weak local law was 
obtained by a straightforward averaging of the entrywise law. The edge case is more 
subtle; Λ satisfies a quadratic inequality (see (8.3) later) which is linearly unstable. To 
counter this effect, we need stronger bounds on the error term. In the entrywise estimate 
for Gii, our error bounds are given in terms of 1

Nη Im (Gii+Gii) (cf., (5.3), (5.11), (5.56)) 
and we need to exploit the smallness of Im (Gii + Gii) via replacing it by its averaged 
(in i) version, Imm. Since now our entrywise estimate itself is done via high moment 
bounds, pulling out the random and i-dependent error bound from the expectation and 
averaging it to get the improved bound for 1

N

∑
i diQi is not feasible. Hence, we need 

to perform a high moment estimate for 1 ∑
i diQi independently to get the weak law 
N
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(Lemma 8.3). The point is that the weaker version of this high moment bound is still 
compatible with the continuity argument (Section 8), leading to the second estimate 
in (4.18). On the other hand (4.18) is enough to guarantee that the input (5.13) holds 
uniformly in Dτ (ηm, ηM). With this uniform input, one can show that the discussion 
in the previous three steps hold also uniformly, leading eventually to the strong law 
uniformly in Dτ (ηm, ηM).

We present the three parts explained above (Sections 5–7) first since they represent the 
essential and strongest ingredients of our proof. The proof of the weak law in Section 8
relies on similar steps, except that instead of assuming the controls on Gii and Ti, they are 
enforced by inserting smooth cutoff functions. Thus, along the continuity argument we 
can bootstrap a single unconditional estimate (on the quantity with cutoffs), a procedure 
compatible with the high moment method. The cutoffs involve additional error terms 
that are still affordable as we are not aiming at the optimal bound for the moment.

At the end, in Section 9, by inverting the self-consistent inequality (7.2), we conclude 
that Λι := ωc

ι − ωι, ι = A, B, see (5.2) for the definition of ωc
ι , are both stochastically 

dominated by Ψ2. We finally notice that

1
N

N∑
i=1

di

(
Gii −

1
ai − ωc

B

)
may be expressed as a linear combination of the Qi, see (9.5), this quantity is already 
stochastically bounded by ΠΨ ≤ Ψ2 from the second part of the proof. Since replacing 
ωc
B with ωB yields an error of at most Ψ2, we obtain (2.17), the optimal average law for 

Gii.
The actual proofs are considerably more complicated than this informal summary. On 

one hand, many error terms need to be estimated that have not been mentioned here, 
in particular we need fluctuation averaging with random weights, a novel complication 
that has not been considered before. On the other hand, in this summary we used the 
deterministic Ψ = (Nη)−1/2 and Π ≈ (Imm/Nη)1/2 as control parameters. In fact, Π is 
random, see (4.9), containing ImmH which is ImmA�B up to a random error that itself 
depends on Λ. Therefore an additional bootstrap for a fixed z is necessary to conclude a 
deterministic bound on Λ.

5. Entry-wise Green function subordination

In this section, we prove a subordination property for the Green function entries. 
From this section to Appendix C, without loss of generality, we assume that

trA = trB = 0 . (5.1)

We define the approximate subordination functions as
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ωc
A(z) := z − trAG(z)

mH(z) , ωc
B(z) := z − tr B̃G

mH(z) , z ∈ C+. (5.2)

It will be seen that the functions ωc
A and ωc

B are good approximations of ωA and ωB

defined in (2.3) with (μ1, μ2) = (μA, μB). Switching the roles of A and B, and also the 
roles of U and U∗, we introduce the following analogues of B̃, H, and G(z), respectively,

Ã := U∗AU , H := B + Ã , G ≡ G(z) := (H− z)−1 . (5.3)

Observe that, by the cyclicity of the trace,

ωc
A(z) = z − tr ÃG(z)

mH(z) .

From (5.2) and the identity (A + B̃ − z)G = I, it is easy to check that

ωc
A(z) + ωc

B(z) − z = − 1
mH(z) , z ∈ C+ . (5.4)

Recall the quantities Si and Ti defined in (4.10). We will also need their variants

S̊i ≡ S̊i(z) := h̊
∗
i B̃

〈i〉Gei = Si − hiibiGii , T̊i ≡ T̊i(z) := h̊
∗
iGei = Ti − hiiGii ,

(5.5)

where the χ random variable hii is kicked out.
Further, we denote (dropping the z-dependence from the notation for brevity)

Λdi :=
∣∣∣Gii −

1
ai − ωB

∣∣∣ , Λd := max
i

Λdi , ΛT := max
i

|Ti| . (5.6)

We also define Λc
di and Λc

d analogously by replacing ωB by ωc
B in the definitions of Λdi

and Λd, respectively, e.g.,

Λc
di :=

∣∣∣Gii −
1

ai − ωc
B

∣∣∣ , Λc
d := max

i
Λc

di. (5.7)

In addition, we use the notations Λ̃di, Λ̃d, Λ̃T , Λ̃c
di, Λ̃c

d to represent their analogues, 
obtained by switching the roles of A and B, and the roles of U and U∗, in the definitions 
of Λdi, Λd, ΛT , Λc

di, Λc
d, e.g.,

Λ̃di :=
∣∣∣Gii −

1
bi − ωA

∣∣∣ , Λ̃c
di :=

∣∣∣Gii −
1

bi − ωc
A

∣∣∣ . (5.8)

Recall Pi, Ki, and Υ defined in (4.14), (4.15) and (4.12). Note that all these quantities 
have analogues with tilde when the roles of A and B, and also the roles of U and U∗ are 
switched.
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We further observe the elementary identities

B̃G = I − (A− z)G , GB̃ = I −G(A− z) . (5.9)

Using the first identity in (5.9), we can rewrite Υ defined in (4.12) as

Υ = trAG tr B̃G− trG tr B̃GA = 1
N

N∑
i=1

ai

(
Giitr B̃G− (B̃G)iitrG

)
. (5.10)

To ease the presentation, we further introduce the control parameter

Πi ≡ Πi(z) :=

√
Im (Gii(z) + Gii(z))

Nη
, i ∈ �1, N� . (5.11)

Note that since ‖H‖ < K (cf., (2.13)), it is easy to see that ImGii(z) � η and ImGii(z) �
η for all z ∈ Dτ (0, ηM), by spectral decomposition. This implies

1√
N

� Πi(z) , ∀z ∈ Dτ (0, ηM) . (5.12)

In this section, we derive the following Green function subordination property. Recall 
the definitions of Pi and Ki in (4.14) and (4.15), as well as the definition of the control 
parameter Ψ in (4.9).

Proposition 5.1. Suppose that the assumptions of Theorem 2.5 hold. Fix z ∈ Dτ (ηm, ηM). 
Assume that

Λd(z) ≺ N− γ
4 , Λ̃d(z) ≺ N− γ

4 , ΛT (z) ≺ 1 , Λ̃T (z) ≺ 1 . (5.13)

Then we have, for all i ∈ �1, N�, that

|Pi(z)| ≺ Ψ(z) , |Ki(z)| ≺ Ψ(z) . (5.14)

In addition, we also have that

|Υ(z)| ≺ Ψ(z) (5.15)

and, for all i ∈ �1, N�, that

Λc
di(z) ≺ Ψ(z), |Ti| ≺ Ψ(z) . (5.16)

The same statements hold if we switch the roles of A and B, and also the roles of U and 
U∗.
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Before the actual proof of Proposition 5.1, we establish several bounds that follow 
from the assumption in (5.13). From the definitions in (5.6), the assumptions in (5.13), 
together with (3.2), we see that

max
i∈�1,N�

|Gii| ≺ 1 , max
i∈�1,N�

|Ti| ≺ 1 . (5.17)

Analogously, we also have maxi∈�1,N� |Gii| ≺ 1. Hence, under (5.13), we see that

max
i∈�1,N�

Πi(z) ≺ Ψ(z).

Moreover, using the identities in (5.9), we also get from the first bound in (5.17) that

max
i∈�1,N�

|(XGY )ii| ≺ 1, X, Y = I or B̃. (5.18)

In addition, from (2.11) we see that

1
N

N∑
i=1

1
ai − ωB(z) = mμA

(ωB(z)) = mμA�μB
(z). (5.19)

Then, the first bound in (5.13), together with (5.19), (5.9), (3.3) and (3.2), leads to the 
following estimates

trG = mμA�μB
+ O≺(N− γ

4 ) ,

tr B̃G = (z − ωB)mμA�μB
+ O≺(N− γ

4 ) ,

tr B̃GB̃ = (ωB − z)
(
1 + (ωB − z)mμA�μB

)
+ O≺(N− γ

4 ) . (5.20)

Furthermore, by (3.2), (3.3), and (5.19), we see that all the above tracial quantities are 
O≺(1). This also implies that |Υ| ≺ 1, (cf., (4.12)). Moreover, from (5.2) and the first 
two equations in (5.20), we can get the following rough estimate under (5.13) and (3.2),

ωc
B = ωB + O≺(N− γ

4 ) . (5.21)

Further, we make the following convention in the rest of the paper: the notation 
O≺(Ψk), for any given integer k, represents some generic (possibly) z-dependent random 
variable X ≡ X(z) which satisfies

|X| ≺ Ψk, and E|X|q ≺ Ψqk ,

for any given positive integer q. The first bound above follows from the original definition 
of the notation O≺(·) directly. It turns out that it is more convenient to require the second 
one in our discussions below as well. It will be clear that the second bound always follows 
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from the first one whenever this notation will be used. For more details, we refer to the 
paragraph above Proposition 6.1 in [5]. Analogously, for all notation of the form O≺(Γ)
with some deterministic control parameter Γ, we make the same convention.

Proof of Proposition 5.1. To prove (5.14), it suffices to show the high order moment 
estimates

E
[
|Pi|2p

]
≺ Ψ2p , E

[
|Ki|2p

]
≺ Ψ2p , (5.22)

for any fixed p ∈ N. Let us introduce the notations

m
(k,l)
i := P k

i P
l
i , n

(k,l)
i := Kk

i K
l
i , k, l ∈ N , i ∈ �1, N� . (5.23)

With the definitions in (5.23) and the convention made after (5.21), we have the 
following recursive moment estimates. This type of estimates were used first in [23] to 
derive local laws for sparse Wigner matrices.

Lemma 5.2 (Recursive moment estimate for Pi and Ki). Suppose the assumptions of 
Proposition 5.1. Then, for any fixed integer p ≥ 1 and any i ∈ �1, N�, we have

E[m(p,p)
i ] = E[O≺(Ψ)m(p−1,p)

i ] + E[O≺(Ψ2)m(p−2,p)
i ] + E[O≺(Ψ2)m(p−1,p−1)

i ] ,

(5.24)

E[n(p,p)
i ] = E[O≺(Ψ)n(p−1,p)

i ] + E[O≺(Ψ2)n(p−2,p)
i ] + E[O≺(Ψ2)n(p−1,p−1)

i ] ,

(5.25)

where we made the convention m(0,0)
i = n

(0,0)
i = 1 and m(−1,1)

i = n
(−1,1)
i = 0 if p = 1.

Although in the statements of Lemma 5.2, we use Ψ, in the proof, we actually get 
better estimates in terms of Π2

i instead of Ψ2 for some error terms. We will keep the 
stronger form of these estimates since the same errors will appear in the averaged bounds 
in Section 6 as well. The average of these errors is typically smaller than Ψ2.

Proof of Lemma 5.2 . The proof is very similar to that of Lemma 7.3 of [6], which is 
presented for the block additive model in the bulk regime. It suffices to go through the 
strategy in [6] for our additive model again. The strategy also works well at the regular 
edge, provided (3.2) and (3.3) hold. In addition, instead of the control parameter Ψ used 
in the proof of Lemma 7.3 of [6], we aim here at controlling many errors in terms of Πi. 
This requires a more careful estimate on the error terms. Due to the similarity to the 
proof of Lemma 7.3 of [6], we only sketch the proof of Lemma 5.2 in the sequel.

For each i ∈ �1, N�, we write

E[m(p,p)
i ] = E[Pim

(p−1,p)
i ] = E[(B̃G)iitrGm

(p−1,p)
i ]
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+ E
[(

−Giitr B̃G + (Gii + Ti)Υ
)
m

(p−1,p)
i

]
, (5.26)

respectively,

E[n(p,p)
i ] = E[Kin

(p−1,p)
i ]

= E[Tin
(p−1,p)
i ] + E

[(
(biTi + (B̃G)ii)trG− (Gii + Ti)tr B̃G

)
n
(p−1,p)
i

]
.(5.27)

Using the fact e∗iRi = −h∗
i (cf., (4.7)), we can write

(B̃G)ii = e∗iRiB̃
〈i〉RiGei = −h∗

i B̃
〈i〉RiGei

= −h∗
i B̃

〈i〉Gei + �2ih
∗
i B̃

〈i〉(ei + hi)(ei + hi)∗Gei

= −Si + �2i (bihii + h∗
i B̃

〈i〉hi)(Gii + Ti) = −S̊i + εi1 , (5.28)

where Si and S̊i are defined in (4.10) and (5.5), respectively, �i is defined in (4.5) and

εi1 :=
(
(�2i − 1)bihii + �2ih

∗
i B̃

〈i〉hi

)
Gii + �2i

(
bihii + h∗

i B̃
〈i〉hi

)
Ti . (5.29)

With the aid of Lemma A.1, it is elementary to check

|hii| ≺
1√
N

, |�2i − 1| ≺ 1√
N

, |h∗
i B̃

〈i〉hi| ≺
1√
N

, (5.30)

where in the last inequality we also used the fact that tr B̃〈i〉 = trB = 0, under the 
convention (5.1). Applying the bounds in (5.17) and (5.30), it is easy to see that

|εi1| ≺
1√
N

. (5.31)

Substituting (5.28) and (5.31) into the first term on the right hand side of (5.26), we 
have

E[(B̃G)iitrGm
(p−1,p)
i ] = −E[S̊itrGm

(p−1,p)
i ] + E[O≺(N− 1

2 )m(p−1,p)
i ] , (5.32)

where for the second term on the right hand side above we also used trG = O≺(1); cf., 
(5.20). We recall the definition of S̊i from (5.5) and rewrite

S̊i =
(i)∑
k

ḡik
1

‖gi‖
e∗kB̃

〈i〉Gei.

Hereafter, we use the notation 
∑(i)

k to represent the sum over k ∈ �1, N� \ {i}. Thus, 
the first term on the right of (5.32) is of the form E[

∑(i)
k ḡik〈· · · 〉], where 〈· · · 〉 can be 

regarded as a function of the ḡik’s and the gik’s. Recall the following integration by parts 
formula for complex centered Gaussian variables,
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∫
C

ḡf(g, ḡ)e−
|g|2
σ2 d2g = σ2

∫
C

∂gf(g, ḡ)e−
|g|2
σ2 d2g , (5.33)

for any differentiable function f : C2 → C. Applying (5.33) to the first term on the right 
of (5.32), we get

E[S̊itrGm
(p−1,p)
i ] = 1

N

(i)∑
k

E
[ 1
‖gi‖

∂(e∗kB̃〈i〉Gei)
∂gik

trGm
(p−1,p)
i

]

+ 1
N

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kB̃

〈i〉GeitrGm
(p−1,p)
i

]

+ 1
N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
∂trG
∂gik

m
(p−1,p)
i

]

+ p− 1
N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
trG ∂Pi

∂gik
m

(p−2,p)
i

]

+ p

N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
trG ∂Pi

∂gik
m

(p−1,p−1)
i

]
. (5.34)

Analogously, by Ti = T̊i + hiiGii, (5.5), the first bound in (5.17), the first bound in 
(5.30), and also (5.12), we can write the first term on the right hand side of (5.27) as

E[Tin
(p−1,p)
i ] = E[T̊in

(p−1,p)
i ] + E[O≺(N− 1

2 )n(p−1,p)
i ] . (5.35)

Similarly to (5.34), applying the integration by parts formula, we obtain

E[T̊in
(p−1,p)
i ] = 1

N

(i)∑
k

E
[ 1
‖gi‖

∂(e∗kGei)
∂gik

n
(p−1,p)
i

]
+ 1

N

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kGein

(p−1,p)
i

]

+ p− 1
N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Ki

∂gik
n
(p−2,p)
i

]
+ p

N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Ki

∂gik
n
(p−1,p−1)
i

]
. (5.36)

First, we consider the first term on the right side of (5.34). Recall �i from (4.5). For 
brevity, we set

ci := �2i
‖gi‖

. (5.37)

It is elementary to derive that

∂G

∂gik
= ci

(
Gek(ei + hi)∗B̃〈i〉RiG + GRiB̃

〈i〉ek(ei + hi)∗G
)

+ ΔG(i, k) . (5.38)
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Here ΔG(i, k) is a small remainder, defined as

ΔG(i, k) := −GΔR(i, k)B̃〈i〉RiG−GRiB̃
〈i〉ΔR(i, k)G, (5.39)

where

ΔR(i, k) := �2i
2‖gi‖2 ḡik

(
eih

∗
i + hie

∗
i + 2hih

∗
i

)
− �4i

2‖gi‖3 giiḡik
(
ei + hi

)(
ei + hi

)∗
.

(5.40)

The ΔG(i, k)’s are irrelevant error terms. We handle quantities with ΔG(i, k) separately 
in Appendix B.

Analogously to (7.55) of [6], using (5.38), we can get

1
N

(i)∑
k

∂(e∗kB̃〈i〉Gei)
∂gik

= −ci
1
N

(i)∑
k

e∗kB̃
(i)Gek(biTi + (B̃G)ii)

+ ci
1
N

(i)∑
k

e∗kB̃
〈i〉GRiB̃

〈i〉ek(Gii + Ti)

+ 1
N

(i)∑
k

e∗kB̃
〈i〉ΔG(i, k)ei . (5.41)

Note that Ti naturally appears in the first term of (5.34) after integrating by parts the 
S̊i term. This explains why we need to study the high moments of Ki to get another 
equation. Now, we claim that

1
N

(i)∑
k

e∗kB̃
(i)Gek = tr B̃G + O≺(Π2

i ) ,
1
N

(i)∑
k

e∗kB̃
〈i〉GRiB̃

〈i〉ek = tr B̃GB̃ + O≺(Π2
i ) ,

(5.42)

with Πi given in (5.11). We state the proof for the first estimate in (5.42). Note that

1
N

(i)∑
k

e∗kB̃
(i)Gek = tr B̃〈i〉G− 1

N
(B̃〈i〉G)ii = tr B̃〈i〉G + O≺( 1

N
) , (5.43)

where the last step follows from the identity (B̃〈i〉G)ii = biGii and (5.17). Then, using 
that B̃〈i〉 = RiB̃Ri and Ri = I − rir

∗
i (cf., (4.2)), we see that

tr B̃G− tr B̃〈i〉G = tr B̃G− trRiB̃RiG = 1
N

r∗i B̃Gri + 1
N

r∗iGB̃ri −
1
N

r∗i B̃rir
∗
iGri .

Using (4.6), �i = 1 + O≺( 1√ ) and ‖r∗i B̃‖ � 1, we get by Cauchy-Schwarz that

N
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∣∣r∗i B̃Gri
∣∣ � (

‖Gei‖2 + ‖Ghi‖2
) 1

2 =
( Im (Gii + h∗

iGhi)
η

) 1
2 =

( Im (Gii + Gii)
η

) 1
2
,

with G given in (5.3), where in the last step we used

h∗
iGhi = u∗

iGui = e∗iU
∗GUei = Gii (5.44)

and the identities |G|2 = 1
η ImG and |G|2 = 1

η ImG. Similarly, we have

∣∣r∗iGB̃ri
∣∣ � ( Im (Gii + Gii)

η

) 1
2
,

∣∣r∗iGri
∣∣ � ( Im (Gii + Gii)

η

) 1
2
.

Hence, we have

∣∣tr B̃G− tr B̃〈i〉G
∣∣ � 1

N

( Im (Gii + Gii)
η

) 1
2 � Im (Gii + Gii)

Nη
= O≺(Π2

i ) , (5.45)

where in the second step, we used the fact ImGii, ImGii � η. Combining (5.43) with 
(5.45) we obtain the first estimate of (5.42). The second estimate in (5.42) is proved in 
the same way.

Hence, using (5.42) and the first estimate in (B.1), we obtain from (5.41) that

1
N

(i)∑
k

∂(e∗kB̃〈i〉Gei)
∂gik

= −citr B̃G
(
biTi + (B̃G)ii

)
+ citr B̃GB̃

(
Gii + Ti

)
+ O≺(Π2

i ) .

(5.46)

Analogously, we can show that

1
N

(i)∑
k

∂(e∗kGei)
∂gik

= −citrG
(
biTi + (B̃G)ii

)
+ citr B̃G

(
Gii + Ti

)
+ O≺(Π2

i ) . (5.47)

Using (5.27), (5.35), (5.36) and (5.47) and the estimate ci
‖gi‖

= 1 + O≺( 1√
N

), we obtain

E[n(p,p)
i ] = E

[
O≺(Ψ)n(p−1,p)

i

]
+ 1

N

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kGein

(p−1,p)
i

]

+ p− 1
N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Ki

∂gik
n
(p−2,p)
i

]
+ p

N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Ki

∂gik
n
(p−1,p−1)
i

]
. (5.48)

Then, combining (5.46) with (5.47), we obtain

1
N

(i)∑ ∂(e∗kB̃〈i〉Gei)
∂gik

trG = −ci(Gii+Ti)
(
tr B̃G−Υ

)
+ 1

N

(i)∑ ∂(e∗kGei)
∂gik

tr B̃G+O≺(Π2
i )
k k
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= −ci(Gii + Ti)
(
tr B̃G− Υ

)
+ T̊itr B̃G +

( 1
N

(i)∑
k

∂(e∗kGei)
∂gik

− T̊i

)
tr B̃G + O≺(Π2

i ) .

(5.49)

Recall the definition of ci from (5.37). It is elementary to check that

ci = ‖gi‖ − hii −
(
‖gi‖2 − 1

)
+ O≺( 1

N
) . (5.50)

Plugging (5.50) into (5.49) and also using the second equation in (5.5), we can write

1
N

(i)∑
k

∂(e∗kB̃〈i〉Gei)
∂gik

trG = −‖gi‖
(
Giitr B̃G− (Gii + Ti)Υ

)

+
( 1
N

(i)∑
k

∂(e∗kGei)
∂gik

− ‖gi‖T̊i

)
tr B̃G + εi2 + O≺(Π2

i ), (5.51)

where εi2 collects irrelevant terms

εi2:=
(
‖gi‖ − ci

)(
Giitr B̃G− (Gii + Ti)Υ

)
+
(
‖gi‖T̊i − ciTi

)
tr B̃G

=
(
‖gi‖2 − 1

)
Giitr B̃G−

(
hii +

(
‖gi‖2 − 1

))
(Gii + Ti)Υ

+
(
hii +

(
‖gi‖2 − 1

))
Titr B̃G + O≺

( 1
N

)
. (5.52)

From the estimates |hii| ≺ 1√
N

, ‖gi‖ = 1 +O≺( 1√
N

), (5.17) and the observation that the 
tracial quantities are O≺(1), we see that

εi2 = O≺
( 1√

N

)
. (5.53)

Combining (5.26), (5.28), (5.34) and (5.51), we have

E[m(p,p)
i ] = −E[(S̊i + εi1)trGm

(p−1,p)
i ] + E

[(
−Giitr B̃G + (Gii + Ti)Υ

)
m

(p−1,p)
i

]
= E

[(
T̊i −

1
‖gi‖

1
N

(i)∑
k

∂(e∗kGei)
∂gik

)
tr B̃Gm

(p−1,p)
i

]

− 1
N

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kB̃

〈i〉GeitrGm
(p−1,p)
i

]

− 1
N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
∂trG
∂gik

m
(p−1,p)
i

]

− p− 1
N

(i)∑
E
[e∗kB̃〈i〉Gei

‖gi‖
trG ∂Pi

∂gik
m

(p−2,p)
i

]

k
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− p

N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
trG ∂Pi

∂gik
m

(p−1,p−1)
i

]
+ E

[(
εi1trG− 1

‖gi‖
εi2 + O≺(Π2

i )
)
m

(p−1,p)
i

]
. (5.54)

For the first term on the right of (5.54), analogously to (5.36), applying (5.33) to the 
T̊i-term, we get

E
[(

T̊i −
1

‖gi‖
1
N

(i)∑
k

∂(e∗kGei)
∂gik

)
tr B̃Gm

(p−1,p)
i

]

= 1
N

(i)∑
k

E
[ 1
‖gi‖

∂tr B̃G

∂gik
e∗kGeitr B̃Gm

(p−1,p)
i

]
+ 1

N

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kGeitr B̃Gm

(p−1,p)
i

]

+ p− 1
N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Pi

∂gik
tr B̃Gm

(p−2,p)
i

]
+ p

N

(i)∑
k

E
[e∗kGei
‖gi‖

∂Pi

∂gik
tr B̃Gm

(p−1,p−1)
i

]
.

(5.55)

Recall the estimates of εi1 and εi2 in (5.31) and (5.53), respectively, which implies 
that |εi1| ≺ Ψ and |εi2| ≺ Ψ. Therefore, to show (5.24), it suffices to estimate the four 
last terms in the right side of (5.54), and all the terms on the right side of (5.55). Then, 
in order to show (5.25), it suffices to estimate the last three terms on the right side of 
(5.48). All these terms can be estimated based on the following lemma.

Lemma 5.3. Suppose the assumptions in Proposition 5.1 hold. Set Xi = I or B̃〈i〉. Let Q
be any (possibly random) diagonal matrix satisfying ‖Q‖ ≺ 1 and X = I or A. We have 
the following estimates

1
N

(i)∑
k

∂‖gi‖−1

∂gik
e∗kXiGei = O≺( 1

N
), 1

N

(i)∑
k

e∗iX
∂G

∂gik
eie

∗
kXiGei = O≺(Π2

i ),

1
N

(i)∑
k

∂Ti

∂gik
e∗kXiGei = O≺(Π2

i ),
1
N

(i)∑
k

tr
(
QX

∂G

∂gik

)
e∗kXiGei = O≺

(
Ψ2Π2

i

)
,

1
N

(i)∑
k

tr
(
QX

∂G

∂gik

)
e∗kXig̊i = O≺

(
Ψ2Π2

i

)
. (5.56)

In addition, the same estimates hold if we replace ∂G
∂gik

and ∂Ti

∂gik
by their complex conju-

gates ∂G
∂gik

and ∂T i

∂gik
in the last four equations above.

The proof of Lemma 5.3 is postponed to Appendix B. We also remark here that last 
equation in (5.56) will not be used in the remaining proof of Lemma 5.2, but it will 
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be used in Section 6. With the aid of Lemma 5.3, the remaining proof of Lemma 5.2
is the same as the counterpart to the proof of Lemma 7.3 in [6]. The only difference 
is that we use the improved bounds in Lemma 5.3 instead of those in Lemma 7.4 in 
[6]. Specifically, the estimates for the second term of (5.48), the second term of (5.54), 
and the second term of (5.55) follow from the first equation in (5.56). The third term 
of (5.54) and the first term of (5.55) can be estimated by the fourth equation in (5.56), 
after writing tr B̃G = 1 − tr (A − z)G. All the other terms have ∂Ki

∂gik
and ∂Pi

∂gik
or their 

complex conjugate involved. Recall the definitions in (4.14) and (4.15), and also the 
first equation in (5.9). Then, by the chain rule, we see that all terms in (5.48), (5.54)
and (5.55), with ∂Ki

∂gik
and ∂Pi

∂gik
or their complex conjugate counterparts involved, can be 

estimated by combining the second to the fourth equations in (5.56). This completes the 
proof of Lemma 5.2. �

With Lemma 5.2, we can complete the proof of Proposition 5.1. The proof is nearly 
the same as that for Theorem 7.2 in [6]. For the convenience of the reader, we sketch it 
below.

Fix z ∈ Dτ (ηm, ηM). Using Young’s inequality, we obtain from (5.24) that for any 
given (small) ε > 0,

E
[
m

(p,p)
i (z)

]
≤ 1

3
1
2pN

2pεΨ2p + 32p− 1
2p N− 2pε

2p−1E
[
m

(p,p)
i (z)

]
.

Since ε > 0 was arbitrary, this implies the first bound in (5.22). The second one then 
follows from (5.25) in the same manner. By Markov’s inequality, we get (5.14).

Next, we show how (5.15) and (5.16) follow from (5.14) and the assumption (5.13). 
To this end, we first prove the following crude bound

ΛT (z) ≺ N− γ
4 . (5.57)

From the definition in (4.15), we can rewrite the second estimate in (5.14) as

(1 + bitrG− tr (B̃G))Ti = Giitr (B̃G) − (B̃G)iitrG + O≺(Ψ) . (5.58)

Using the identity

(B̃G)ii = 1 − (ai − z)Gii(z) , (5.59)

and approximate Gii by (ai − ωB)−1, we get from (5.13) and (3.2) that

(B̃G)ii = z − ωB

ai − ωB
+ O≺(N− γ

4 ) . (5.60)

We also recall the estimates of the tracial quantities in (5.20) under the assumption 
(5.13). Plugging (5.60), (5.20) and the first bound in the assumption (5.13) into (5.58), 
we get
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(
1 + (bi − z + ωB)mμA�μB

+ O≺(N− γ
4 )
)
Ti = O≺(N− γ

4 ) + O≺(Ψ) = O≺(N− γ
4 ) ,
(5.61)

where in the last step we used that Ψ ≤ N− γ
2 for all η ≥ ηm. From the second line in 

(2.11), we note that

1 + (bi − z + ωB)mμA�μB
= mμA�μB

( 1
mμA�μB

+ bi − z + ωB

)
= mμA�μB

(bi − ωA) .

Using (3.2) and ‖A‖, ‖B‖ ≤ C, we get |mμA�μB
(bi−ωA)| � 1. This together with (5.61)

implies (5.57).
To prove (5.15), we recall the definition of Pi in (4.14), which implies that

1
N

N∑
i=1

(Gii + Ti)Υ = 1
N

N∑
i=1

Pi = O≺(Ψ) . (5.62)

Using the facts 1
N

∑N
i=1 Gii = mμA�μB

+ O≺(N− γ
4 ) (cf., (5.20)), and 1

N

∑N
i=1 Ti =

O≺(N− γ
4 ), and also |mμA�μB

| � 1, we get (5.15) from (5.62).
Then, combining (5.15) with the first estimate in (5.14), we get

(B̃G)iitrG−Giitr B̃G = O≺(Ψ) . (5.63)

Applying the identity (5.59) and the definition of ωc
B, we can rewrite (5.63) as(

(ai − ωc
B)Gii − 1

)
trG = O≺(Ψ) .

As shown above that |trG| � 1 with high probability under the assumption (5.13), we 
get (ai −ωc

B)Gii − 1 = O≺(Ψ). By (5.21) and (3.2), we also note that |ai−ωc
B | � 1 with 

high probability. This further implies the first estimate in (5.16).
Finally, plugging (5.63) back to (5.58), we can improve the right hand side of (5.61) to 

O≺(Ψ). Then the second estimate in (5.16) follows. This completes the proof of Propo-
sition 5.1. �
6. Rough fluctuation averaging for general linear combinations

In this section, we prove a rough fluctuation averaging estimate for the basic quantities 
Qi defined in (4.11). From (5.63), we see that

|Qi(z)| ≺ Ψ , i ∈ �1, N� , z ∈ Dτ (ηm, ηM) , (6.1)

if the assumptions of Proposition 5.1 hold.
Recall the definition of the control parameters Π and Πi in (4.9) and (5.11), respec-

tively. The following proposition states that the average of the Qi’s is typically smaller 
than an individual Qi.
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Proposition 6.1. Fix a z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 5.1
hold. Set Xi = I or B̃〈i〉. Let d1, . . . , dN ∈ C be possibly H-dependent quantities satisfying 
maxj |dj | ≺ 1. Assume that they depend only weakly on the randomness in the sense that 
the following hold, for all i, j ∈ �1, N�,

1
N

(i)∑
k

∂dj
∂gik

e∗kXiGei = O≺
(
Ψ2Π2

i

)
,

1
N

(i)∑
k

∂dj
∂gik

e∗kXig̊i = O≺
(
Ψ2Π2

i

)
, (6.2)

and the same bounds hold when the dj’s are replaced by their complex conjugates dj. 
Suppose that Π(z) ≺ Π̂(z) for some deterministic and positive function Π̂(z) that satisfies 

1√
N

√
η

+ Ψ2 ≺ Π̂ ≺ Ψ. Then,

∣∣∣ 1
N

N∑
i=1

diQi

∣∣∣ ≺ ΨΠ̂ . (6.3)

We remark that whenever the dj ’s are deterministic, (6.2) trivially holds. However, 
we will also need (6.3) with certain random dj ’s that satisfy (6.2).

For any di’s satisfying the assumption in Proposition 6.1, we introduce the notation

m(k,l) :=
( 1
N

N∑
i=1

diQi

)k( 1
N

N∑
i=1

di Qi

)l
, k, l ∈ N . (6.4)

Similarly to Lemma 5.2, it suffices to prove the following recursive moment estimate.

Lemma 6.2. Fix a z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 6.1 hold. 
Then, for any fixed integer p ≥ 1, we have

E
[
m(p,p)] = E

[
O≺(Π̂2)m(p−1,p)]+ E

[
O≺(Ψ2Π̂2)m(p−2,p)]+ E

[
O≺(Ψ2Π̂2)m(p−1,p−1)].

(6.5)

Proof of Proposition 6.1. Like the proof of (5.14) from Lemma 5.2, with Lemma 6.2, we 
can get (6.3) by applying Young’s and Markov’s inequalities. This completes the proof 
of Proposition 6.1. �
Proof of Lemma 6.2. We first claim that it suffices to prove the following statement: If 
|Υ(z)| ≺ Υ̂(z) for any deterministic and positive function Υ̂(z) ≤ Ψ(z), then

E
[
m(p,p)] =E

[
(O≺(Π̂2) + O≺(ΨΥ̂))m(p−1,p)]+ E

[
O≺(Ψ2Π̂2)m(p−2,p)]

+ E
[
O≺(Ψ2Π̂2)m(p−1,p−1)] . (6.6)

Indeed, the same as the proof of (5.14) from Lemma 5.2, we can again apply Young’s 
inequality and Markov’s inequality to get, for any di’s satisfying the assumptions in 
Proposition 6.1, that (6.6) implies
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∣∣∣ 1
N

N∑
i=1

diQi

∣∣∣ ≺ Π̂2 + ΨΥ̂ + ΨΠ̂ ≺ ΨΥ̂ + ΨΠ̂ , (6.7)

where in the last step we used the assumption Π̂ ≺ Ψ.
Next, recall from (5.10) that

Υ = − 1
N

N∑
i=1

aiQi .

Choosing di = ai for all i, we get from (6.7)

|Υ| ≺ ΨΥ̂ + ΨΠ̂ ≺ N− γ
4 Υ̂ + ΨΠ̂ . (6.8)

Using the right hand side of (6.8) as a new deterministic bound of Υ instead of the initial 
Υ̂ in (6.6), and perform the above argument iteratively, we can finally get

|Υ| ≺ ΨΠ̂ . (6.9)

Hence, at the end, we can choose Υ̂ = ΨΠ̂ in (6.6) and get

E
[
m(p,p)] =E

[
(O≺(Π̂2) + O≺(Ψ2Π̂))m(p−1,p)]+ E

[
O≺(Ψ2Π̂2)m(p−2,p)]

+ E
[
O≺(Ψ2Π̂2)m(p−1,p−1)]. (6.10)

Observe that by the assumption 1√
N

√
η

+ Ψ2 ≺ Π̂, the O≺(Ψ2Π̂) term can be absorbed 

in the O≺(Π̂2) term in (6.10). Hence, we conclude (6.5) from (6.6). Therefore, in the 
sequel, we will focus on proving (6.6).

Denote by D := diag(di)Ni=1. We first write

1
N

N∑
i=1

diQi = 1
N

N∑
i=1

(B̃G)ii
(
ditrG− trDG

)
= 1

N

N∑
i=1

(B̃G)iitrGτi1, (6.11)

where we introduced the notation

τi1 := di −
trDG

trG . (6.12)

Similarly to the proof of (5.14), we approximate (B̃G)ii by −S̊i (cf., (5.28)), and then 
perform an integration by parts using (5.33) with respect to g̊i in S̊i. More specifically, 
we write

E
[
m(p,p)] = 1

N

N∑
E
[
(B̃G)iitrGτi1m

(p−1,p)
]

i=1
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= − 1
N

N∑
i=1

E
[
S̊itrGτi1m

(p−1,p)
]

+ E
[
ε1m

(p−1,p)
]
, (6.13)

where we used the notation

ε1 := 1
N

N∑
i=1

εi1trGτi1. (6.14)

Here εi1 is defined in (5.29). To ease the presentation, we further introduce the notation

τi2 := −τi1tr B̃G. (6.15)

Using assumption (5.13), (5.20), and also (3.2), one checks that |τi1| ≺ 1, |τi2| ≺ 1, for 
all i ∈ �1, N�.

Analogously to (5.34), applying (5.33) to the first term on the right hand side of 
(6.13), we obtain

1
N

N∑
i=1

E
[
S̊itrGτi1m

(p−1,p)
]

= 1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

∂(e∗kB̃〈i〉Gei)
∂gik

trGτi1m
(p−1,p)

]

+ 1
N2

N∑
i=1

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kB̃

〈i〉GeitrGτi1m
(p−1,p)

]

+ 1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kB̃
〈i〉Gei

∂(trGτi1)
∂gik

m(p−1,p)
]

+ p− 1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kB̃
〈i〉GeitrGτi1

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m(p−2,p)

]

+ p

N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kB̃
〈i〉GeitrGτi1

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m

(p−1,p−1)
i

]
.

(6.16)

First, we estimate the first term on the right hand side of (6.16). Using (5.51) and the 
bound

1
N

N∑
i=1

Π2
i ≤ 2Π2,

we have

1
N2

N∑ (i)∑ 1
‖gi‖

∂(e∗kB̃〈i〉Gei)
∂gik

trGτi1 = − 1
N

N∑(
Giitr B̃G− (Gii + Ti)Υ

)
τi1
i=1 k i=1
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+ 1
N2

N∑
i=1

(i)∑
k

(
T̊i −

1
‖gi‖

∂(e∗kGei)
∂gik

)
τi2 + ε2 + O≺(Π2) ,

where we have introduced

ε2 := 1
N

N∑
i=1

1
‖gi‖

τi1εi2 ; (6.17)

see (5.52) for the definition of εi2. According to the definition in (6.12), we observe that

1
N

N∑
i=1

(
Giitr B̃G− (Gii + Ti)Υ

)
τi1 = 1

N2

N∑
i=1

Giiτi1
(
tr B̃G− Υ

)
− 1

N

N∑
i=1

Tiτi1Υ

= O≺(ΨΥ̂) . (6.18)

Here in the last step we used the facts

N∑
i=1

Giiτi1 = 0 , 1
N

N∑
i=1

Tiτi1Υ = O≺(ΨΥ̂) , (6.19)

where the second estimate is implied by the second estimate in (5.16), and the assumption 
that |Υ| ≺ Υ̂.

Therefore, for the first term on the right hand side of (6.16), we have

1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

∂(e∗kB̃〈i〉Gei)
∂gik

trGτi1m
(p−1,p)

]

= 1
N2

N∑
i=1

(i)∑
k

E
[(

T̊i −
1

‖gi‖
∂(e∗kGei)

∂gik

)
τi2m

(p−1,p)
]

+ E
[
(ε2 + O≺(Π2) + O≺(ΨΥ̂))m(p−1,p)]

= 1
N2

N∑
i=1

(i)∑
k

E
[∂‖gi‖−1

∂gik
e∗kGeiτi2m

(p−1,p)
]

+ 1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

∂τi2
∂gik

e∗kGeim
(p−1,p)

]

+ p− 1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kGeiτi2

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m(p−2,p)

]

+ p

N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kGeiτi2

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m(p−1,p−1)

]
+ E

[(
ε2 + O≺(Π2) + O≺(ΨΥ̂)

)
m(p−1,p)], (6.20)
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where the second equation is obtained analogously to (5.55), by writing T̊i =∑(i)
k ḡike

∗
kGei/‖gi‖ and performing integration by parts with respect to the gik’s.

According to (6.13), (6.16), and (6.20), it suffices to estimate the last term on the 
right side of (6.13), the last four terms on the right side of (6.16), and all the terms 
on the right side of (6.20). All the desired estimates can be derived from the following 
lemma.

Lemma 6.3. Fix a z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 6.1 hold, 
especially (6.2) holds for d1, . . . , dN in the definition (6.4). Let d̃1, . . . , d̃N ∈ C be any 
(possibly random) numbers with the bound maxi |d̃i| ≺ 1. Let Q be any (possibly random) 
diagonal matrix that satisfies ‖Q‖ ≺ 1. Set X = I or A, and set Xi = I or B̃〈i〉. Then 
we have

1
N2

N∑
i=1

(i)∑
k

d̃i
∂‖gi‖−1

∂gik
e∗kXiGei = O≺( 1

N
) , (6.21)

1
N2

N∑
i=1

(i)∑
k

d̃itr
(
QX

∂G

∂gik

)
e∗kXiGei = O≺(Ψ2Π2) , (6.22)

and the same estimate holds if we replace ∂G
∂gik

by the complex conjugate ∂G
∂gik

in (6.22). 
Further, we have

E
[
εjm

(p−1,p)] = E
[
O≺(Π̂2)m(p−1,p)]

+ E
[
O≺(Ψ2Π̂2)m(p−2,p)]+ E

[
O≺(Ψ2Π̂2)m(p−1,p−1)] , j = 1, 2. (6.23)

We postpone the proof of Lemma 6.3 for a moment and continue with the proof of 
Lemma 6.2 instead.

The second term of (6.16) and the first term of (6.20) are directly estimated by (6.21). 
Using the definition of τi1 in (6.12) and of τi2 in (6.15), the boundedness of the tracial 
quantities (cf., (5.20)), and the chain rule, we get the estimate on the third term of (6.16)
and the second term of (6.20), using (6.22) and the assumption (6.2). For the last two 
terms of (6.16), and the third and fourth terms of (6.20), we note that

1
N

N∑
j=1

djQj = trDB̃G trG− tr B̃G trDG

= trD trG− trDG− trDAG trG + trAG trDG ,

where in the last step we used the first identity of (5.9). Hence, by the chain rule, the 
fourth term of (6.16) and the third term of (6.20) are estimated with the aid of (6.22) and 
(6.2). The last term of (6.16) and the fourth term of (6.20) can be estimated analogously. 
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Finally, the estimates of the second term of (6.13) and the last term of (6.20) are given 
by (6.23). Thus we conclude the proof of Lemma 6.2. �
Proof of Lemma 6.3. Note that (6.21) and (6.22) follow from the first and the second 
last estimates in (5.56), respectively, by averaging over the index i. Hence, it suffices to 
prove (6.23). Recall the definition of ε1 from (6.14) and of ε2 from (6.17).

We first consider E[ε1m
(p−1,p)]. Recall the definition of εi1 from (5.29). Using (5.15), 

(5.16), the first bound in (5.17), and (5.30), we have

εi1 = h∗
i B̃

〈i〉hi

ai − ωc
B

+ O≺
( Ψ√

N

)
= h̊

∗
i B̃

〈i〉h̊i

ai − ωc
B

+ O≺(Π̂2) . (6.24)

Here the last step follows from the assumption 1
N

√
η ≺ Π̂2, and that hi = h̊i + gii

‖gi‖
ei

with

|gii| ≺
1√
N

, h̊
∗
i B̃

〈i〉ei = bih̊
∗
i ei = 0 .

Hence, by the definition of ε1 in (6.14), we have

ε1 = 1
N

N∑
i=1

h̊
∗
i B̃

〈i〉h̊i
ditrG− trDG

ai − ωc
B

+ O≺(Π̂2) = 1
N

N∑
i=1

h̊
∗
i B̃

〈i〉h̊iτi3 + O≺(Π̂2) ,

where we introduced the notation

τi3 := ditrG− trDG

ai − ωc
B

.

Using the integration by parts formula (5.33), we obtain

1
N

N∑
i=1

E
[
h̊
∗
i B̃

〈i〉h̊iτi3m
(p−1,p)] = 1

N

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖2 ḡike

∗
kB̃

〈i〉g̊iτi3m
(p−1,p)]

= 1
N2

N∑
i=1

(i)∑
k

E
[∂(‖gi‖−2e∗kB̃

〈i〉g̊iτi3m
(p−1,p))

∂gik

]
.

(6.25)

Note that

∂
(
‖gi‖−2e∗kB̃

〈i〉g̊iτi3m
(p−1,p))

∂gik
= ∂‖gi‖−2

∂gik
e∗kB̃

〈i〉g̊iτi3m
(p−1,p)

+ ‖gi‖−2e∗kB̃
〈i〉ekτi3m

(p−1,p) + ‖gi‖−2e∗kB̃
〈i〉g̊i

∂τi3
m(p−1,p)
∂gik
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+ (p− 1)‖gi‖−2e∗kB̃
〈i〉g̊iτi3

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m(p−2,p)

+ p‖gi‖−2e∗kB̃
〈i〉g̊iτi3

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
m(p−1,p−1) . (6.26)

Notice that ∂‖gi‖−2

∂gik
= −‖gi‖−4ḡik and that τi3 = O≺(1). In addition, we also have that

(i)∑
k

ḡikek = g̊∗
i ,

(i)∑
k

e∗kB̃
〈i〉ek = TrB − bi = bi .

Denoting by d̃1, . . . , d̃N ∈ C generic (possibly random) numbers with maxi |d̃i| ≺ 1, we 
see that the contributions from the first two terms on the right side of (6.26) to (6.25)
follow from the estimates

1
N2

N∑
i=1

d̃ig̊
∗
i B̃

〈i〉g̊i = O≺( 1
N

) , 1
N2

N∑
i=1

d̃ibie
∗
kB̃

〈i〉ek = O≺( 1
N

) .

Here d̃i includes τi3 and an appropriate power of ‖gi‖. In addition, for the estimate of 
the remaining terms in (6.26), we claim that, for Xi = I, B̃〈i〉,

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXig̊i

∂τi3
∂gik

= O≺(Ψ2Π2) , (6.27)

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXig̊i

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
= O≺(Ψ2Π2) , (6.28)

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXig̊i

( 1
N

N∑
j=1

∂(djQj)
∂gik

)
= O≺(Ψ2Π2) . (6.29)

The above three bounds follows from the last estimate in (5.56) and the chain rule. 
Hence, we conclude the proof of (6.23) with j = 1.

The proof of (6.23) for j = 2 is similar to j = 1. Recall the definition of εi2 from 
(5.52). Using (5.15), (5.16), the first bound in (5.17), and also the bounds in (5.30), we 
have

εi2 =
(
‖gi‖2 − 1

)
Giitr B̃G + O≺

( Ψ√
N

)
=
(̊
g∗
i g̊i − 1

) tr B̃G

ai − ωc
B

+ O≺(Π̂2) ,

which possesses a very similar structure as (6.24). The remaining proof is nearly the 
same as the case for ε1; it suffices to replace ̊g∗

i B̃
〈i〉g̊i by ̊g∗

i g̊i throughout the proof. We 
thus omit the details. Hence, we conclude the proof for Lemma 6.3. �
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7. Optimal fluctuation averaging

In this section, we establish the optimal fluctuation averaging estimate for a special 
linear combinations of the Qi’s and their analogues, the Qi’s (see (7.7) below), under 
assumption (5.13).

Recall the definitions of the approximate subordination functions ωc
A and ωc

B in (5.2). 
We denote

ΛA := ωc
A − ωA , ΛB := ωc

B − ωB , Λ := |ΛA| + |ΛB | . (7.1)

Recall SAB , TA and TB defined in (3.1). For brevity, in the sequel, we use the shorthand 
notation

S ≡ SAB .

Proposition 7.1. Fix a z = E+iη ∈ Dτ (ηm, ηM). Suppose that the assumptions of Propo-
sition 5.1 hold. Suppose that Λ(z) ≺ Λ̂(z), for some deterministic and positive function 
Λ̂(z) ≺ N− γ

4 , then

∣∣∣SΛι + TιΛ2
ι + O(Λ3

ι )
∣∣∣ ≺

√
(ImmμA�μB

+ Λ̂)(|S| + Λ̂)
Nη

+ 1
(Nη)2 , ι = A,B .

(7.2)

Before commencing the proof of Proposition 7.1, we first claim that the control pa-
rameter Π̂ in Proposition 6.1 can be chosen as the square root of the right side of (7.2)
as long as Λ ≺ Λ̂, i.e.,

Π̂ :=
(√

(ImmμA�μB
+ Λ̂)(|S| + Λ̂)

Nη
+ 1

(Nη)2

) 1
2

. (7.3)

Indeed, observe that when Λ ≺ Λ̂ ≺ N− γ
4 , we obtain from the second line of (2.11) that

|mH −mμA�μB
| = |mHmμA�μB

|
∣∣∣ 1
mH(z) − 1

mμA�μB
(z)

∣∣∣
≤ C|mHmμA�μB

|Λ
≤ C|mH −mμA�μB

|Λ + C|mμA�μB
|2 Λ , (7.4)

which together with the fact |mμA�μB
| ≤ C implies

|mH −mμA�μB
| ≺ Λ ≺ Λ̂ . (7.5)

Therefore, recalling (4.9), we have
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Π2 ≺ ImmμA�μB
+ Λ̂

Nη
≺

√
(ImmμA�μB

+ Λ̂)(|S| + Λ̂)
Nη

≺ Ψ2,

where in the last two steps, we used that ImmμA�μB
� |S| ≺ 1; (3.4) and (3.5). In 

addition, from (3.4) and (3.5), we also have ImmμA�μB
|S| � η. Thus we also have

1
N
√
η
≺

√
(ImmμA�μB

+ Λ̂)(|S| + Λ̂)
Nη

.

From the definition of Π in (4.9), we note that Π ≺
√

ImmμA�μB
+Λ̂

Nη when Λ ≺ Λ̂. Hence, 

up to a 1
Nη term, Π̂ defined in (7.3) is a deterministic bound of Π inside the spectrum 

but it can be much larger than Π in the outside regime where S � ImmμA�μB
(cf., 

(3.4) and (3.5)).
With the above notation, we can rewrite (7.2) as∣∣∣SΛι + TιΛ2

ι + O(Λ3
ι )
∣∣∣ ≺ Π̂2, ι = A,B. (7.6)

Recall the definition of Qi from (4.11). We also introduce their analogues

Qi ≡ Qi(z) := (ÃG)iitrG − Giitr ÃG , i ∈ �1, N� , (7.7)

with Ã and G given in (5.3). To prove Proposition 7.1, we need an optimal fluctuation 
averaging for a very special combination of the Qi’s and the Qi’s. To this end, we define 
the functions Φ1, Φ2 : (C+)3 −→ C,

Φ1(ω1, ω2, z) := FA(ω2) − ω1 − ω2 + z , Φ2(ω1, ω2, z) := FB(ω1) − ω1 − ω2 + z ,

(7.8)

where FA( · ) ≡ FμA
( · ) and FB( · ) ≡ FμB

( · ) denote the negative reciprocal Stielt-
jes transforms of μA and μB . From the subordination equation (2.11), we have 
Φ1(ωA, ωB , z) = Φ2(ωA, ωB , z) = 0, with ωA ≡ ωA(z) and ωB ≡ ωB(z). For brevity, 
we use the shorthand notations

Φc
1 := Φ1(ωc

A, ω
c
B , z) , Φc

2 := Φ2(ωc
A, ω

c
B , z) . (7.9)

Further, we define the quantities

Z1 := Φc
1 + (F ′

A(ωB) − 1)Φc
2 , Z2 := Φc

2 + (F ′
B(ωA) − 1)Φc

1 . (7.10)

We are going to show that Z1 and Z2 are actually certain linear combinations of the 
Qi’s and the Qi’s. We start with the identities
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Φc
1 = − FA(ωc

B)
(mH(z))2

1
N

N∑
i=1

1
ai − ωc

B

Qi , Φc
2 = − FB(ωc

A)
(mH(z))2

1
N

N∑
i=1

1
bi − ωc

A

Qi ,

(7.11)

which can be derived by combining (5.2), (5.4) and (5.59). For all i ∈ �1, N�, we set

di,1 := − FA(ωc
B)

(mH(z))2
1

ai − ωc
B

, di,2 := −(F ′
A(ωB) − 1) FB(ωc

A)
(mH(z))2

1
bi − ωc

A

.

(7.12)

According to the definition in (7.10), (7.11), and also (7.12), we can write

Z1 = 1
N

N∑
i=1

di,1Qi + 1
N

N∑
i=1

di,2Qi , (7.13)

and Z2 can be represented in a similar way.
Now, we choose di = di,1, i ∈ �1, N�, in Proposition 6.1. Observe that di,1 can be 

regarded as a smooth function of tr B̃G = 1 − tr (A − z)G and mH(z) = trG, according 
to the definition in (7.12) and that of ωc

B in (5.2). Then, using the chain rule and the 
estimates of the tracial quantities in (5.20), one can check that the first equation in 
assumption (6.2) is satisfied for the choice di = di,1, i ∈ �1, N�, by using (5.56). The 
second equation can be checked analogously. Hence, applying Proposition 6.1, we get

|Φc
1| ≺ ΨΠ̂ , |Φc

2| ≺ ΨΠ̂ , (7.14)

where Π̂ is chosen as in (7.3).
The main technical task in this section is to establish the following estimates for Z1

and Z2, where the previous order ΨΠ̂ bounds from (6.3) are strengthened.

Proposition 7.2. Fix z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 5.1
hold and that Λ(z) ≺ Λ̂(z) for some deterministic and positive function Λ̂(z) ≤ N− γ

4 . 
Choose Π̂(z) as (7.3). Then,

|Z1| ≺ Π̂2 , |Z2| ≺ Π̂2 . (7.15)

We postpone the proof of Proposition 7.2 and first prove Proposition 7.1 with the aid 
of Proposition 7.2.

Proof of Proposition 7.1. By assumption, we see that |ΛA|, |ΛB | ≺ N− γ
4 . First of 

all, expanding Φc
1 and Φc

2 around (ωA, ωB) and using the subordination equations 
Φ1(ωA, ωB , z) = Φ2(ωA, ωB , z) = 0, we get
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Φc
1 = −ΛA + (F ′

A(ωB) − 1)ΛB + 1
2F

′′
A(ωB)Λ2

B + O(Λ3
B) ,

Φc
2 = −ΛB + (F ′

B(ωA) − 1)ΛA + 1
2F

′′
B(ωA)Λ2

A + O(Λ3
A) . (7.16)

We rewrite the second equation in (7.16) as

ΛB = −Φc
2 + (F ′

B(ωA) − 1)ΛA + 1
2F

′′
B(ωA)Λ2

A + O(Λ3
A) . (7.17)

Substituting (7.17) into the first equation in (7.16) yields

Φc
1 = −(F ′

A(ωB) − 1)Φc
2 + SΛA + TAΛ2

A + O((Φc
2)2) + O(Φc

2ΛA) + O(Λ3
A) ,

where TA is defined in (3.1). In light of the definition in (7.10), we have

Z1 = SΛA + TAΛ2
A + O((Φc

2)2) + O(Φc
2ΛA) + O(Λ3

A) . (7.18)

Combination of (7.14), (7.15) with (7.18) leads to∣∣SΛA + TAΛ2
A + O(Λ3

A)
∣∣ ≺ Π̂2 + ΨΠ̂Λ̂ . (7.19)

The second term on the right hand side of (7.19) can be absorbed into the first term, in 
light of the fact that ΨΛ̂ ≺ Π̂ (cf., (7.3)). Hence, we have∣∣SΛA + TAΛ2

A + O(Λ3
A)
∣∣ ≺ Π̂2 . (7.20)

Analogously, we also have ∣∣SΛB + TBΛ2
B + O(Λ3

B)
∣∣ ≺ Π̂2 . (7.21)

This completes the proof of Proposition 7.1. �
It remains to prove Proposition 7.2. We state the proof for Z1, Z2 is handled similarly. 

We set

l(k,l) ≡ l(k,l)(z) := Zk
1Z l

1 , k, l ∈ N .

We can now prove a stronger estimate one E[l(p,p)] than the estimate obtained from 
Lemma 6.2 by improving the error terms from O≺(ΨΠ̂) to O≺(Π̂2).

Lemma 7.3. Fix a z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 7.2 hold. 
For any fixed integer p ≥ 1, we have

E
[
l(p,p)(z)

]
= E

[
O≺(Π̂2)l(p−1,p)(z)

]
+ E

[
O≺(Π̂4)l(p−2,p)(z)

]
+ E

[
O≺(Π̂4)l(p−1,p−1)(z)

]
.
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Now, with Lemma 7.3, we can prove Proposition 7.2.

Proof of Proposition 7.2. Similarly to the proof of (5.14) from Lemma 5.2, with 
Lemma 7.3, we can get (7.15) by applying Young’s and Markov’s inequalities. This 
completes the proof of Proposition 7.2. �

In the sequel, we prove Lemma 7.3.

Proof of Lemma 7.3. Recall the definition of Z1 in (7.13). We can write

E
[
l(p,p)

]
= 1

N

N∑
i=1

E
[
di,1Qil

(p−1,p)]+ 1
N

N∑
i=1

E
[
di,2Qil

(p−1,p)].
We only state the estimate for the first term on the right hand side above. The second 
term can be estimated in a similar way. By (6.11), we can write

1
N

N∑
i=1

di,1Qi = 1
N

N∑
i=1

(B̃G)iitrGτi1,

where we chose di = di,1, i ∈ �1, N�, in the definition of τi1 in (6.12).
Then, analogously to (6.13), we can also write

1
N

N∑
i=1

E
[
di,1Qil

(p−1,p)]
= 1

N

N∑
i=1

E
[
(B̃G)iitrGτi1l

(p−1,p)
]

(7.22)

with di = di,1, i ∈ �1, N�. Analogously to (6.5), we can show

1
N

N∑
i=1

E
[
di,1Qil

(p−1,p)]
= E

[
O≺(Π̂2)l(p−1,p)]+ E

[
O≺(Ψ2Π̂2)l(p−2,p)]+ E

[
O≺(Ψ2Π̂2)l(p−1,p−1)],

where the last two terms come from the estimates of the analogues of the last two terms of 
(6.16), the third and fourth terms in the right side of (6.20), and also the terms in (6.28)
and (6.29), but with 1

N

∑N
j=1 djQj replaced by Z1. It suffices to improve the estimates of 

these terms. All these terms contain a derivative ∂Z1
∂gik

or ∂Z1
∂gik

, which is smaller than the 
derivative of an arbitrary linear combination ∂( 1

N

∑
i diQi)/∂gik or ∂( 1

N

∑
i diQi)/∂gik, 

due to the special choice of di,1’s and di,2’s. Specifically, we shall show the following 
lemma, which contains the estimates of all necessary terms.
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Lemma 7.4. Fix a z ∈ Dτ (ηm, ηM). Suppose that the assumptions of Proposition 5.1 hold. 
Let d̃1, . . . , d̃N ∈ C be (possibly random) numbers with maxi |d̃i| ≺ 1. Let Xi = I or B̃〈i〉. 
Then we have

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXiGei

∂Z1

∂gik
= O≺(Π̂4) , 1

N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXiGei

∂Z1

∂gik
= O≺(Π̂4) ,

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXig̊i

∂Z1

∂gik
= O≺(Π̂4) , 1

N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXig̊i

∂Z1

∂gik
= O≺(Π̂4) .

(7.23)

Proof of Lemma 7.4. We give the proof for the first estimate in (7.23). The third one is 
analogous, and the other two are just their complex conjugates. From the definitions in 
(7.9) and (7.10), we get

∂Z1

∂gik
= ∂Φc

1
∂gik

+ (F ′
A(ωB) − 1) ∂Φc

2
∂gik

=
((

F ′
A(ωB) − 1

)(
F ′
B(ωc

A) − 1
)
− 1

)∂ωc
A

∂gik
+
(
F ′
A(ωc

B) − F ′
A(ωB)

)∂ωc
B

∂gik
.

Note that by the regularity of FA and FB , we have(
F ′
A(ωB) − 1

)(
F ′
B(ωc

A) − 1
)
− 1 = S + O(|ΛA|) , F ′

A(ωc
B) − F ′

A(ωB) = O(|ΛB |) .

The smallness of these coefficients carry the gain. According to the definition of Π̂ in 
(7.3), we see that

(|S| + Λ)Ψ2Π2 ≤ Π̂4

if Λ ≤ Λ̂. Hence, for the first estimate in (7.23), it suffices to show that

1
N2

N∑
i=1

(i)∑
k

d̃ie
∗
kXiGei

∂ωc
ι

∂gik
= O≺(Ψ2Π2) , ι = A,B . (7.24)

This follows from (6.22), the fact that ωc
B is a tracial quantity, and the chain rule. 

The other terms in (7.23) can be estimated similarly. This concludes the proof of 
Lemma 7.4. �

With the aid of Lemma 7.4, we can conclude the proof of Lemma 7.3. �
8. Weak local law

In Sections 5, 6 and 7, we established the subordination property for the Green func-
tion entries and the rough and optimal fluctuation averaging for the linear combinations 
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of them, but all for a fixed z ∈ Dτ (ηm, ηM), under the a priori input (5.13). In this 
section, based on some cutoff versions of the conclusions in Sections 5 and 6 (cf., (8.17), 
(8.29)), we will establish a weak local law, uniformly in z ∈ Dτ (ηm, ηM), by using a 
continuity argument. The weak local law will guarantee that the input in (5.13) hold 
uniformly true on Dτ (ηm, ηM), and thus the conclusions in Sections 5, 6 and 7 are also 
uniformly true on Dτ (ηm, ηM).

Our main result in this section is the following weak local law for the quantities 
Pi, Ki, Ti, Λc

di(z), Υ, Λd, Λ, defined in (4.14), (4.15), (4.10), (5.7), (5.10), (5.6), (7.1), 
respectively.

Theorem 8.1 (Weak local law at the regular edge). Suppose that Assumptions 2.1 and 2.2
hold. Let τ > 0 be a sufficiently small constant and fix any (small) constants γ > 0. 
Then, for all i ∈ �1, N�, we have

|Pi(z)| ≺ Ψ(z) , |Ki(z)| ≺ Ψ(z) , Λc
di(z) ≺ Ψ(z) , |Ti| ≺ Ψ(z) , |Υ(z)| ≺ Ψ(z) ,

(8.1)

uniformly in z ∈ Dτ (ηm, ηM). In addition, we have

Λd(z) ≺ 1
(Nη) 1

3
, Λ(z) ≺ 1

(Nη) 1
3
, (8.2)

uniformly in z ∈ Dτ (ηm, ηM).
The same statements hold for the analogous quantities with tildes (see their definitions 

around (5.8)), i.e. if we switch the roles of A and B, and also the roles of U and U∗.

In order to prove Theorem 8.1, we first need the following lemma. Recall from (7.1)
the definitions Λι(z) = ωι(z) − ωc

ι (z), ι = A, B. Further recall the definitions of Tι, 
ι = A, B, and SAB from (3.1) and that we abbreviate S = SAB .

Lemma 8.2. Fix z ∈ Dτ (ηm, ηM). Let ε ∈ (0, γ
100 ). Let Λ̂ ≡ Λ̂(z) be some deterministic 

control parameter satisfying N3ε

(Nη)
1
3
≤ Λ̂(z) ≤ N− γ

4 . Suppose that Λ ≤ Λ̂ and

∣∣∣SΛι + TιΛ2
ι + O(Λ3

ι )
∣∣∣ ≤ Nε |S| + Λ̂

(Nη) 1
3
, ι = A,B (8.3)

hold on some event Ω̃(z). Then we have, for N sufficiently large.
(i): If 

√
κ + η > N−εΛ̂, there is a sufficiently large constant K0 > 0 independent of z, 

such that

1
(
Λ ≤ |S|

K0

)
|ΛA| ≤ N−2εΛ̂ , 1

(
Λ ≤ |S|

K0

)
|ΛB | ≤ N−2εΛ̂ on Ω̃(z) ,

(8.4)
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where 1 denotes the indicator function.
(ii): If 

√
κ + η ≤ N−εΛ̂, we have

|ΛA| ≤ N−εΛ̂ , |ΛB | ≤ N−εΛ̂ on Ω̃(z). (8.5)

Proof of Lemma 8.2. We first recall (3.5). Then, from the assumptions |Λι| ≤ Λ̂ ≤ N− γ
4

and (8.3), we have on the event Ω̃(z) that

SΛι + TιΛ2
ι = O

(
Nε |S| + Λ̂

(Nη) 1
3

+ N− γ
4 Λ̂2

)
, ι = A,B. (8.6)

If 
√
κ + η > N−εΛ̂, we have for ι = A, B, and sufficiently large constant K0 > 0,

1
(
Λ ≤ |S|

K0

)
|Λι| ≤ C|S|−1

(
Nε |S| + Λ̂

(Nη) 1
3

+ N− γ
4 Λ̂2

)
≤ C

Nε

(Nη) 1
3

+ CNε− γ
4 Λ̂ ≤ CN−2εΛ̂ .

(8.7)

Here we absorbed the quadratic term on the left side of (8.6) into the linear term and 
used that S ∼ √

κ + η and |Tι| � 1; see Proposition 3.1. Hence, we proved (i). From 
(8.7), we also see that if 

√
κ + η > N−εΛ̂, then

1
(
Λ ≤ |S|

K0

)
|Λι| ≤ CN−ε|S| , ι = A,B. (8.8)

Next, we prove (ii). If 
√
κ + η ≤ N−εΛ̂, from (3.5) and (3.6), we see that Tι ∼ 1. 

Hence, we solve the quadratic equation (8.6) directly, then we get

|Λι| ≤ C|S| + C
(
Nε |S| + Λ̂

(Nη) 1
3

+ N− γ
4 Λ̂2

) 1
2 ≤ CN−εΛ̂ , ι = A,B ,

under the assumption that Λ̂ ≥ N3ε

(Nη)
1
3
. This concludes the proof of Lemma 8.2. �

Recall the definitions of Λd, Λ̃d, ΛT , Λ̃T in (5.6). For any z ∈ Dτ (ηm, ηM) and any 
δ, δ′ ∈ [0, 1], we define the event

Θ(z, δ, δ′) :=
{

Λd(z) ≤ δ, Λ̃d(z) ≤ δ, Λ(z) ≤ δ, ΛT (z) ≤ δ′, Λ̃T (z) ≤ δ′
}
. (8.9)

We further decompose the domain Dτ (ηm, ηM) into the following two disjoint parts:

D> :=
{
z ∈ Dτ (ηm, ηM) :

√
κ + η >

N2ε

(Nη) 1
3

}
,

D≤ :=
{
z ∈ Dτ (ηm, ηM) :

√
κ + η ≤ N2ε

(Nη) 1
3

}
. (8.10)
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For z ∈ D>, any δ, δ′ ∈ [0, 1] and any ε′ ∈ [0, 1], we define the event Θ>(z, δ, δ′, ε′) ⊂
Θ(z, δ, δ′) as

Θ>(z, δ, δ′, ε′)

:=
{

Λd(z) ≤ δ, Λ̃d(z) ≤ δ, Λ(z) ≤ min{δ,N−ε′ |S|}, ΛT (z) ≤ δ′, Λ̃T (z) ≤ δ′
}
.

(8.11)

Lemma 8.3. Suppose that the assumptions in Theorem 2.5 hold. For any fixed z ∈
Dτ (ηm, ηM), any ε ∈ (0, γ

100 ) and any D > 0, there exists a positive integer N1(D, ε)
and an event Ω(z) ≡ Ω(z, D, ε) with

P (Ω(z)) ≥ 1 −N−D , ∀N ≥ N1(D, ε) , (8.12)

such that the following hold:
(i) If z ∈ D>, we have

Θ>

(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

,
ε

10

)
∩ Ω(z) ⊂ Θ>

(
z,

N
5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

,
ε

2

)
. (8.13)

(ii) If z ∈ D≤, we have

Θ
(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω(z) ⊂ Θ

(
z,

N
5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
. (8.14)

Proof of Lemma 8.3. The proof relies on a cutoff version of Lemma 5.2 and Lemma 6.2, 
where we will introduce some smooth cutoff to mi and m to guarantee that the a priori 
inputs needed for the estimates hold. The same idea has already been used in Lemma 
5.5 of [6], but for completeness we repeat the arguments. With these cutoff versions of 
Lemmas 5.2 and 6.2, the proof of Lemma 8.3 is accomplished in three steps, corresponding 
to what we did in Sections 5, 6 and 7, respectively.

Step 1: In this step we establish the cutoff version of Lemma 5.2 and use it to prove an 
estimate of for Gii’s, Ti’s and their tilde analogues. Let ϕ : R → R be a smooth cutoff 
function equal to 1 on [−L, L] and vanishing on [−2L, 2L]c, such that supx∈R |ϕ′(x)| ≤
CL−1 for some sufficiently large constant L > 0. Let

Γi ≡ Γi(z) := |Gii|2 + |Gii|2 + |Ti|2 + |T̃i|2 + |trG|2 + |tr B̃G|2 + |tr B̃GB̃|2 , (8.15)

where we denote by T̃i the analogue of Ti, obtained via switching the roles of A and B
and also the roles of U and U∗ in the definition of Ti (cf., (4.10)). For a given i, observe 
that all the a priori inputs we needed in the proof of Lemma 5.2 are the O≺(1) bound 
for the summands on the right side of (8.15). Recall the definitions of m(k,�)

i and n(k,�)
i

from (5.23), and set
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m̃
(k,�)
i := m

(k,�)
i (ϕ(Γi))k+�, ñ

(k,�)
i := n

(k,�)
i (ϕ(Γi))k+� (8.16)

In addition, for any ε1 > 0, let Ω̂1(z) ≡ Ω̂1(z, ε1) be the event that all concentration 
estimates of the components or quadratic forms of the Gaussian vectors gi’s in the proof 
of Lemma 5.2 hold with precision Nε1 . For instance, we used the O≺( 1√

N
) bound for 

h∗
i B̃

〈i〉hi in (5.30). Now we can bound it more quantitatively by N
ε1√
N

on Ω̂1(z). Due to 
the Gaussian tail, for any D1 > 0, there exists an N(D1, ε1), such that if N ≥ N(D1, ε1), 
then

P (Ω̂1(z)) ≥ 1 −N−D1 .

Furthermore, we claim that

E[m̃(p,p)
i ] = E[ci1m̃(p−1,p)

i ] + E[ci2m̃(p−2,p)
i ] + E[ci3m̃(p−1,p−1)

i ], (8.17)

with some random variables ci1, ci2 and ci3, satisfying

|ci1| ≤ C
Nε1

√
Nη

, |ci2| ≤ C
N2ε1

Nη
, |ci3| ≤ C

N2ε1

Nη
, on Ω̂1(z),

for some positive constant C which may depend on L, i.e., the parameter in the definition 
of the cutoff ϕ. Moreover, the cia’s also admit the moment bound E|cia|k = O(1) for any 
given k > 0. Note that (8.17) is the same as (5.24) but with a cutoff, since Ω̂1(z) holds 
with high probability. The proof of (8.17) can be done in the same way as the proof of 
the non-cutoff one in (5.24). Essentially, the only modification we need to accommodate 
is estimating the additional terms in the integration by parts that are created by intro-
ducing ϕ(Γi) into m̃i. But it will be clear that these additional terms can be absorbed 
into the first term on the right side of (8.17). For instance, in the analogue of the step 
(5.34), apart from replacing mi by m̃i, we will have an additional term

1
N

(i)∑
k

E
[e∗kB̃〈i〉Gei

‖gi‖
trG∂ϕ(Γi)

∂gik
m̃

(p−1,p)
i

]
. (8.18)

According to the definition of ϕ(Γi), the derivative ∂ϕ(Γi)
∂gik

is written as a sum of several 
terms. For instance, one term is

ϕ′(Γi)
∂|Gii|2
∂gik

= ϕ′(Γi)Gii
∂Gii

∂gik
+ ϕ′(Γi)Gii

∂Gii

∂gik
.

Applying a quantitative version of the second estimate in (5.56), one obtains

1
N

(i)∑
k

e∗kB̃
〈i〉Gei

‖gi‖
trG∂|Gii|2

∂gik
= O

( Nε1

√
Nη

)
, on {ϕ′(Γi) �= 0} ∩ Ω̂1(z) .
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The contribution of the other terms from ∂ϕ(Γi)
∂gik

to the term (8.18) can be bounded in 
the same way. We omit the details. Hence, we have (8.17).

Applying Young’s inequality to (8.17), we have

E[m̃(p,p)
i ] ≤ CpN

2pε1
(
E|c1|2p + E|c2|p + E|c3|p

)
≤ CpN

2pε1
(( Nε1

√
Nη

)2p + N−D1
2

)
.

Further, by Markov’s inequality, we have

P
(
|Piϕ(Γi)| ≥

N
ε
4

√
Nη

)
≤ Cp

( N
ε
4

√
Nη

)−2p
N2pε1

(( Nε1

√
Nη

)2p + N−D1
2

)
. (8.19)

For the given ε > 0 in Lemma 8.3, we can first choose ε1 = ε1(ε) to be smaller than ε8 , 
and then choose p = p(ε, D) to be sufficiently large, then we can get

Cp

( N
ε
4

√
Nη

)−2p
N2pε1

( Nε1

√
Nη

)2p
≤ 1

10N
−D. (8.20)

Then by choosing D1 = D1(ε, D) sufficiently large, we also have

Cp

( N
ε
4

√
Nη

)−2p
N2pε1N−D1

2 ≤ 1
10N

−D. (8.21)

We can thus denote Ñ1(D, ε) := N(D1, ε1), according to our choice of ε1, D1. Then by 
(8.19)-(8.21), there exists an event Ω1(z), such that

P (Ω1(z)) ≥ 1 − 1
5N

−D, N ≥ Ñ1(D, ε)

and

|Piϕ(Γi)| ≤
N

ε
4

√
Nη

, on Ω1(z). (8.22)

Observing that ϕ(Γi) = 1 on Θ(z, N3ε

(Nη)
1
3
, N

3ε
√
Nη

), we further get from (8.22) that

|Pi| ≤
N

ε
4

√
Nη

, on Θ
(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω1(z). (8.23)

By working with ñi instead of m̃i, we can also get

|Ki| ≤
N

ε
4

√
Nη

, on Θ
(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω1(z) , (8.24)

where we redefine Ω1(z) to include the “good” events for both estimates for Pi and Ki. 
Similarly to the proof of Proposition 5.1, based on the estimates in (8.23), (8.24) and 
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also their analogues by switching the roles of A and B, and also the roles of U and U∗, 
we can derive the following quantitative estimates:

Λc
d(z) ≤ N

ε
2

√
Nη

, Λ̃c
d(z) ≤ N

ε
2

√
Nη

, ΛT (z) ≤ N
ε
2

√
Nη

, Λ̃T (z) ≤ N
ε
2

√
Nη

, |Υ(z)| ≤ N
ε
2

√
Nη

,

(8.25)

hold on Θ(z, N3ε

(Nη)
1
3
, N

3ε
√
Nη

) ∩Ω1(z), where Ω1(z) shall be redefined further to include the 

“good” events for both estimates of the analogues of Pi and Ki.

Step 2: In this step, we derive a cutoff version of Lemma 6.2, but with weaker bounds, 
and use it to estimate the linear combinations of Gii. Analogously to (8.16), we introduce 
the variant of (6.4)

m̃(k,l) :=
( 1
N

N∑
i=1

diQiϕ(Γi)ϕ(Γ)
)k( 1

N

N∑
i=1

di Qiϕ(Γi)ϕ(Γ)
)l

, k, l ∈ N , (8.26)

where Γi is defined in (8.15) and Γ is defined as the following

Γ := (c ImmμA�μB
+ Λ̂)−2(|ΛA|2 + |ΛB |2

)
+
( N5ε

(Nη) 1
3

)−2
|Υ|2

+
( N5ε
√
Nη

)−1 1
N

N∑
i=1

(|Ti|2 + N−1) 1
2 , (8.27)

for some sufficiently small constant c > 0. In the rest of the proof, we choose

Λ̂(z) = N3ε

(Nη) 1
3
. (8.28)

The boundedness of the first term in (8.27) is used to control Π by Π̂, see (7.3) for its 
definition. The second and the third terms in (8.27) are used to bound the analogue of 
the term 1

N

∑
i Tiτi1Υ in (6.18).

Similarly to Ω̂1(z), for any ε1 > 0, let Ω̂2(z) ≡ Ω̂2(z, ε1) be the event that all concen-
tration estimates of the components or quadratic forms of the Gaussian vectors gi’s in 
the proof of Lemma 6.2 hold with precision Nε1 . Again, due to the Gaussian tails, for 
any D1 > 0, there exists Ñ(D1, ε1), such that if N ≥ Ñ(D1, ε1)

P (Ω̂2(z)) ≥ 1 −N−D1 .

Analogously to (8.17), we now claim that

E[m̃(p,p)] = E[c1m̃(p−1,p)] + E[c2m̃(p−2,p)] + E[c3m̃(p−1,p−1)] , (8.29)
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with some random variables c1, c2 and c3, satisfying

|c1| ≤ CΠ̂ , |c2| ≤ CΠ̂2 , |c3| ≤ CΠ̂2 , on Ω̂2(z) , (8.30)

for some positive constant C. Moreover, the ci’s also admit the moment bound E|ci|k =
O(1), for any given k > 0. Note that (8.29) is similar to (6.5), but with a weaker bounds 
for ci’s. The weakness of the bounds is partially due to the weak a priori input in 
the cutoffs ϕ(Γi) and ϕ(Γ), and also partially due to the additional terms involving the 
derivatives of the cutoffs which are generated by the integration by parts. In Appendix C, 
we show more details on how to slightly modify the proof of (6.5) to get (8.29). Similarly 
to (8.22), we can show from (8.29) that there exists an event Ω2(z), such that

P (Ω2(z)) ≥ 1 − 1
5N

−D , N ≥ Ñ2(D, ε) ,

for some sufficiently large constant Ñ2(D, ε) > 0, and

∣∣∣ 1
N

N∑
i=1

diQiϕ(Γi)ϕ(Γ)
∣∣∣ ≤ N

ε
4 Π̂, on Ω2(z) .

Note that ϕ(Γi) = ϕ(Γ) = 1 for all i on Θ(z, N3ε

(Nη)
1
3
, N

3ε
√
Nη

). Hence, we have

∣∣∣ 1
N

N∑
i=1

diQi

∣∣∣ ≤ N
ε
3 Π̂ , on Θ

(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω2(z) .

Step 3: In the last step, we perform an estimate of ΛA and ΛB , by choosing di = di1 in 
(7.12) and also considering the analogues of 1

N

∑N
i=1 di1Qi. Repeating the argument of 

the proof of Proposition 7.2 but with the cutoff versions, where the error terms due to 
the cutoff are estimated analogously as in Appendix C, we can then finally show that 
there exists an event Ω3(z), such that

P (Ω3(z)) ≥ 1 − 4
5N

−D, N ≥ Ñ3(D, ε) ,

for some sufficiently large constant Ñ3(D, ε) > 0, and

∣∣Zι

∣∣ ≤ N
ε
3 Π̂ ≤ N

ε
2
|S| + Λ̂
(Nη) 1

3
, ι = 1, 2 on Θ

(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω3(z),

where Zι’s are defined in (7.10). Here in the second step above we used the fact 
ImmμA�μB

� |S| (cf., (3.4), (3.5)), and thus
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Π̂ ≤ C
( |S| + Λ̂

Nη

) 1
2 ≤ C

( |S| + Λ̂
(Nη) 1

3
+ 1

(Nη) 2
3

)
≤ C ′ |S| + Λ̂

(Nη) 1
3

under the choice of Λ̂ in (8.28). Similarly to the proof of (7.2), we can then get the 
following weaker but quantitative version of (7.2)

∣∣∣SΛι + TιΛ2
ι + O(Λ3

ι )
∣∣∣ ≤ Nε |S| + Λ̂

(Nη) 1
3
, ι = 1, 2 on Θ(z, N3ε

(Nη) 1
3
,
N3ε
√
Nη

) ∩ Ω3(z) .

Then, applying Lemma 8.2, we have (8.4) and (8.5) with the choice Ω̃(z) = Θ(z, N3ε

(Nη)
1
3
,

N3ε
√
Nη

) ∩Ω3(z). In addition, from the conclusion of (8.4) and recalling that |S| ∼ √
κ + η, 

we note that if 
√
κ + η > N−εΛ̂, then

1
(
Λ ≤ |S|

K0

)
|Λι| ≤ N−ε|S|, ι = A,B , (8.31)

with K0 chosen in Lemma 8.2.
Therefore, with the choice in (8.28), by (8.4), (8.5) and (8.31), we have

Λ ≤ min
{ N

5
2 ε

(Nη) 1
3
, N−ε|S|

}
, on Θ>

(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

,
ε

10

)
∩ Ω3(z) (8.32)

if 
√
κ + η > N−εΛ̂, respectively,

Λ ≤ N
5
2 ε

(Nη) 1
3
, on Θ

(
z,

N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
∩ Ω3(z) (8.33)

if 
√
κ + η ≤ N−εΛ̂. Further, applying (8.32) and (8.33) to (8.25), we can also conclude 

that

Λd(z) ≤ N
5
2 ε

(Nη) 1
3
, Λ̃d(z) ≤ N

5
2 ε

(Nη) 1
3
, ΛT (z) ≤ N

ε
2

√
Nη

, Λ̃T (z) ≤ N
ε
2

√
Nη

(8.34)

on Θ>

(
z, N3ε

(Nη)
1
3
, N

3ε
√
Nη

, ε10

)
∩ Ω(z) if 

√
κ + η > N−εΛ̂, and on Θ

(
z, N3ε

(Nη)
1
3
, N

3ε
√
Nη

)
∩ Ω(z)

if 
√
κ + η ≤ N−εΛ̂, where

Ω(z) := Ω1(z) ∩ Ω3(z).

Combining (8.32), (8.33) and (8.34), we conclude the proof of Lemma 8.3. �
With Lemma 8.3, we can now prove Theorem 8.1 by using a continuity argument.



74 Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639
Proof of Theorem 8.1. We start with an entry-wise Green function subordination esti-
mate on global scale, i.e., η = ηM for some sufficiently large constant ηM > 0. Recall 
Qi from (4.11). We regard Qi as a function of the random unitary matrix U . Then, 
for z = E + iη̃M with any fixed E and any η̃M ≥ ηM, we apply the Gromov-Milman 
concentration inequality (cf., (6.2) in [6]), and get

|Qi(E + iη̃M ) − EQi(E + iη̃M )| ≺ 1√
Nη̃4

M

; (8.35)

see Section 6.2 of [6] for similar estimates for the Green function entries of the block 
additive model.

Next, using the invariance of the Haar measure, one can check the equation

E(B̃G⊗G−G⊗ B̃G) = 0 ; (8.36)

see Proposition 3.2 of [25]. Taking the (i, i)-th entry for the first component and the 
normalized trace for the second component in the tensor product, we obtain from (8.36)
that

EQi = E
(
(B̃G)iitrG−Giitr B̃G

)
= 0 . (8.37)

We claim that, for sufficiently large ηM > 1, we have

sup
z:Im z≥ηM

|Qi(z)| ≺
1√
N

, ∀i ∈ �1, N� , (8.38)

where we used (8.35), (8.37), the Lipschitz continuity of Qi in the regime |z| ≤
√
N

and the deterministic bound |Qi(z)| ≤ C√
N

when |z| ≥
√
N . In addition, using that 

‖H‖ ≤ ‖A‖ + ‖B‖ < K and the convention tr B̃ = trB = 0 (cf., (5.1)), we have, for 
z = E + iη̃M with fixed E and any η̃M ≥ ηM, the expansions

trG(z) = −1
z

+ O( 1
|z|2 ) = i

η̃M
+ O

( 1
η̃2
M

)
, tr B̃G(z) = − tr B̃

z
+ O( 1

|z|2 ) = O( 1
η̃2
M

) ,

(8.39)

where we used trB = 0 in the second equality. Hence, by the definition of ωc
B in (5.2), 

we see that,

ωc
B(z) = z + O( 1

η̃M
), z = E + iη̃M . (8.40)

Using the identity (B̃G)ii = 1 − (ai − z)Gii, we can rewrite (8.38) as
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(1 − (ai − ωc
B)Gii)trG = O≺( 1√

N
), z = E + iη̃M .

From the first line of (8.39) and (8.40) we get

Λc
d(z) ≺ 1√

N
, z = E + iη̃M . (8.41)

Analogously, we also have

Λ̃c
d(z) ≺ 1√

N
, z = E + iη̃M . (8.42)

Averaging over the index i in the definition of Λc
di and Λ̃c

di (cf., (5.7)), using (8.41) and 
(8.42) and using the fact trG = trG = mH yields

sup
z:Im z≥ηM

∣∣mH(z) −mA(ωc
B(z))

∣∣ ≺ 1√
N

, sup
z:Im z≥ηM

∣∣mH(z) −mB(ωc
A(z))

∣∣ ≺ 1√
N

(8.43)

where in the large z regime these bounds even hold deterministically, similarly to (8.38). 
This together with (5.4) gives us the system

sup
z:Im z≥ηM

|Φ1(ωc
A(z), ωc

B(z), z)| ≺ 1√
N

, sup
z:Im z≥ηM

|Φ2(ωc
A(z), ωc

B(z), z)| ≺ 1√
N

,

(8.44)

where Φ1 and Φ2 are defined in (7.8). We regard (8.44) as a perturbation of 
Φ1(ωA(z), ωB(z), z) = 0, Φ2(ωA(z), ωB(z), z) = 0. The stability of this system in the 
large η regime is analyzed in Lemma A.2. Choosing (μ1, μ2) = (μA, μB), (ω̃1(z), ̃ω2(z)) =
(ωc

A(z), ωc
B(z)) in Lemma A.2 below, and using the fact that (8.44) and (8.40) hold for 

any sufficiently large η̃M , we obtain from the stability Lemma A.2 that

|Λι(z)| = |ωc
ι (z) − ωι(z)| ≺

1√
N

, ι = A,B , z = E + iηM , (8.45)

for any sufficiently large constant ηM > 1, say.
Substituting (8.45) into (8.41) and (8.42) gives

Λd(E + iηM) ≺ 1√
N

, Λ̃d(E + iηM) ≺ 1√
N

, (8.46)

for any fixed E ∈ R. Using the bound ‖G‖ ≤ 1
η and the inequality |x∗Gy| ≤ ‖G‖‖x‖‖y‖, 

we also get

ΛT (E + iηM) ≤ 1
ηM

, Λ̃T (E + iηM) ≤ 1
ηM

, (8.47)
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for any fixed E ∈ R. Since (8.46) and (8.47) guarantee assumption (5.13), we can apply 
Proposition 5.1 to get, for any fixed E ∈ R, that

ΛT (E + iηM) ≺ 1√
N

, Λ̃T (E + iηM) ≺ 1√
N

. (8.48)

Also observe that E + iηM ∈ D>, for any fixed E, and that |S(E + iηM)| � 1. Hence 
Λ(E + iηM) ≺ N−ε|S(E + iηM)|. From (8.46), we can also conclude

Λ(E + iηM) ≺ 1√
N

. (8.49)

Combining (8.46), (8.48), (8.49) with the fact Λ(E + iηM) ≺ N−ε|S(E + iηM)|, we see 
that the event Θ>(E+iηM, N

3ε

N
1
3
, N

3ε
√
N
, ε10 ) holds with high probability. More quantitively, 

we have for any fixed E that

P
(
Θ>(E + iηM,

N3ε

N
1
3
,
N3ε
√
N

,
ε

10)
)
≥ 1 −N−D , (8.50)

for all D > 0 and N ≥ N2(D, ε) with some threshold N2(D, ε).
Now we take (8.50) as the initial input, and use a continuity argument based on 

Lemma 8.3, to control the probability of the “good” events Θ> for z ∈ D> and Θ for 
z ∈ D≤. To this end, we first recall the event Ω(z) in Lemma 8.3. The main task is to 
show for any z = E + iη ∈ D>,

Θ>

(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

,
ε

2

)
∩ Ω

(
E + i(η −N−5)

)
⊂ Θ>

(
E + i(η −N−5), N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

,
ε

2

)
, (8.51)

and, for any z = E + iη ∈ D≤,

Θ
(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
∩ Ω

(
E + i(η −N−5)

)
⊂ Θ

(
E + i(η −N−5), N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
.

(8.52)

The inclusions (8.51) and (8.52) are analogous to (7.20) of [4]. The only difference here 
is that we decompose the domain Dτ (ηm, ηM) into D> and D≤, and in D> we also keep 
monitoring the event Λ ≤ N− ε

2 |S| in order to use Lemma 8.3 (i). As we are gradually 
reducing Im z, once z enters into the domain D≤, we do not need to monitor S anymore.

The proofs of (8.51) and (8.52) rely on the Lipschitz continuity of the Green function, 
‖G(z) − G(z′)‖ ≤ N2|z − z′|, and of the subordination functions and S in (3.7). Using 
the Lipschitz continuity of these functions, it is not difficult to see that
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Θ>

(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

,
ε

2

)
⊂ Θ>

(
E + i(η −N−5), N3ε

(Nη) 1
3
,
N3ε
√
Nη

,
ε

10

)
,

z = E + iη ∈ D> , (8.53)

Θ
(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
⊂ Θ

(
E + i(η −N−5), N3ε

(Nη) 1
3
,
N3ε
√
Nη

)
,

z = E + iη ∈ D≤ . (8.54)

Then, (8.53) together with (8.13) implies (8.51). Similarly, (8.54) together with (8.14)
implies (8.52). Applying (8.51) and (8.52) recursively and using the simple fact that the 
domains D> and D≤ are connected, one can go from η = ηM to η = ηm, step by step 
of size N−5. Consequently, we obtain for any η ∈ [ηm, ηM] ∩N−5Z that, if E + iη ∈ D>

then

Θ>(E + iηM,
N

5
2 ε

N
1
3
,
N

5
2 ε

√
N

,
ε

2) ∩ Ω(E + i(ηM −N−5)) ∩ . . . ∩ Ω(E + iη)

⊂ Θ>

(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

,
ε

2

)
⊂ Θ

(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
, (8.55)

respectively, if E + iη ∈ D≤ then

Θ>(E + iηM,
N

5
2 ε

N
1
3
,
N

5
2 ε

√
N

,
ε

2) ∩ Ω(E + i(ηM −N−5)) ∩ . . . ∩ Ω(E + iη)

⊂ Θ
(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

)
. (8.56)

Combining (8.12), (8.50), (8.55) and (8.56), we have

P
(
Θ
(
E + iη, N

5
2 ε

(Nη) 1
3
,
N

5
2 ε

√
Nη

))
≥ 1 −N−D(1 + N5(ηM − η)) , (8.57)

uniformly for all η ∈ [ηm, ηM] ∩ N−5Z, when N ≥ max{N1(D, ε), N2(D, ε)}. Finally, 
by the Lipschitz continuity of the Green function and also that of the subordination 
functions in (3.7), we can extend the bounds from z in the discrete lattice to the entire 
domain Dτ (ηm, ηM).

By the definition of the event Θ in (8.9), we obtain from (8.57) that

Λd(z) ≤ N
5
2 ε

(Nη) 1
3
, Λ̃d(z) ≤ N

5
2 ε

(Nη) 1
3
, |Λ(z)| ≤ N

5
2 ε

(Nη) 1
3

|ΛT (z)| ≤ N
5
2 ε

√
Nη

|Λ̃T (z)| ≤ N
5
2 ε

√
Nη

, (8.58)
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uniformly on Dτ (ηm, ηM) with high probability.
Further, by (8.58), we see that ϕ(Γi) = 1 and ϕ(Γ) = 1 hold uniformly on Dτ (ηm, ηM), 

with high probability. Then it is easy to show that the conclusions in (8.23)-(8.25) also 
hold uniformly on Dτ (ηm, ηM), with high probability. This concludes the proof of Theo-
rem 8.1. �
9. Strong local law

In this section, we will prove the strong local law, i.e., Theorem 2.5. From the weak 
local law in Theorem 8.1, we have the following rewriting of Proposition 7.1, valid uni-
formly on Dτ (ηm, ηM).

Proposition 9.1. Suppose that Assumptions 2.1 and 2.2 hold. Fix any small γ > 0. Sup-
pose that Λ(z) ≺ Λ̂(z), for some deterministic and positive function Λ̂(z) ≺ N− γ

4 , then

∣∣∣SΛι + TιΛ2
ι + O(Λ3

ι )
∣∣∣ ≺

√
(ImmμA�μB

+ Λ̂)(|S| + Λ̂)
Nη

+ 1
(Nη)2 , ι = A,B

(9.1)

holds uniformly on Dτ (ηm, ηM).

Proof. The proof is the same as Proposition 7.1. But now we have the weak local law 
Theorem 8.1, which guarantees that the assumptions in Proposition 5.1 hold uniformly 
on Dτ (ηm, ηM). Hence we do not need additional inputs in (5.13), and the conclusion 
holds uniformly on Dτ (ηm, ηM). This concludes the proof. �

With the improved bound (9.1) instead of the weaker one in (8.3), we obtain the 
following improvement of Lemma 8.2.

Lemma 9.2. Let ε ∈ (0, γ
100 ). Let Λ̂ = Λ̂(z) ≤ N− γ

4 be some deterministic control parame-
ter. Suppose that Λ ≤ Λ̂. Then we have the following estimates uniformly on Dτ (ηm, ηM):
(i): If 

√
κ + η > N−εΛ̂, there is a sufficiently large constant K0 > 0, such that

1
(
Λ ≤ |S|

K0

)
|ΛA| ≺ N−2εΛ̂ , 1

(
Λ ≤ |S|

K0

)
|ΛB | ≺ N−2εΛ̂ ; (9.2)

(ii): If 
√
κ + η ≤ N−εΛ̂, we have

|ΛA| ≺ N−εΛ̂ , |ΛB | ≺ N−εΛ̂. (9.3)

Proof. By (9.1) and the fact ImmμA�μB
� |S|, we have

∣∣∣SΛι + TιΛ2
ι + O(Λ3

ι )
∣∣∣ ≺ |S| + Λ̂

Nη
+ 1

(Nη)2 , ι = A,B . (9.4)



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 79
Using (9.4) instead of (8.3), the remaining proof is the same as the proof of 
Lemma 8.2. �

With the aid of Lemma 9.2, we can now prove (2.17) and (2.18).

Proof of (2.17) and (2.18) in Theorem 2.5. We first prove (2.18). Observe that by the 
weak local law in Theorem 8.1, we have Λ ≺ 1

(Nη)
1
3
. Hence, for any z ∈ Dτ (ηm, ηM) we 

can start with choosing Λ̂(z) = N3ε

(Nη)
1
3
� N− γ

4 and apply Lemma 9.2. Now, if z ∈ D> (cf.

(8.10)), we can use (9.2) iteratively (but for finitely many, O(ε−1) times) to conclude 
that Λ(z) ≺ 1

Nη . For z ∈ D≤, if 
√
κ + η ≤ N2ε

Nη , we use (9.3) iteratively until we get 
Λ(z) ≺ 1

Nη . If z ∈ D≤ and 
√
κ + η > N2ε

Nη , we shall first use (9.3) iteratively until we get 
a bound Λ̂ which satisfies 

√
κ + η > N−εΛ̂, then we use (9.2) for the iteration until we 

get Λ(z) ≺ 1
Nη . Using (7.5) we can get (2.18).

Next, with the weak local law in Theorem 8.1, it is also easy to see that Proposition 6.1
holds uniformly on Dτ (ηm, ηM). For any deterministic d1, . . . , dN ∈ C, we further write

1
N

N∑
i=1

di

(
Gii −

1
ai − ωc

B

)
= 1

N

N∑
i=1

di
trG(ai − ωc

B)Qi , (9.5)

which can easily be checked from the definition of ωc
B, Qi and the equation (ai− z)Gii +

(B̃G)ii = 1. Regarding di

trG(ai−ωc
B) as the random coefficients di in (6.3), it is not difficult 

to check that (6.2) holds, similarly to the last two equations in (5.56). Hence, we have 
by Proposition 6.1 that

∣∣∣ 1
N

N∑
i=1

di

(
Gii −

1
ai − ωc

B

)∣∣∣ ≺ ΨΠ̂ . (9.6)

Then combining the estimate Λ(z) ≺ 1
Nη with (9.6) implies (2.17). This concludes the 

proof of (2.17) and (2.18) in (2.5). �
10. Rigidity of the eigenvalues

In this section, we prove Theorem 2.6, and also (2.19) in Theorem 2.5. We first de-
compose the domain Dτ (ηm, ηM) into the following two disjoint parts. Fix a small ε > 0
and set

D̂> :=
{
z ∈ Dτ (ηm, ηM) :

√
κ + η >

N2ε

Nη

}
,

D̂≤ :=
{
z ∈ Dτ (ηm, ηM) :

√
κ + η ≤ N2ε

Nη

}
. (10.1)
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We start by improving the estimate of Λ defined in (7.1) in the following subdomain of 
D̂>,

D̃> := {z = E + iη ∈ D̂> : E < E−} , (10.2)

where E− is the lower endpoint of the support of the measure μα � μβ ; see (2.12).

Lemma 10.1. Suppose that the assumptions in Theorem 2.5 hold. Then, we have the 
following uniform estimate for all z ∈ D̃>,

Λ(z) ≺ 1
N
√

(κ + η)η
+ 1√

κ + η

1
(Nη)2 . (10.3)

Proof. First, from (8.58), we see that Λ ≺ 1
Nη on Dτ (ηm, ηM). Now, suppose that Λ ≺ Λ̂

for some deterministic Λ̂ ≡ Λ̂(z) that satisfies

Nε
( 1
N
√

(κ + η)η
+ 1√

κ + η

1
(Nη)2

)
≤ Λ̂(z) ≤ Nε

Nη
. (10.4)

Observe that such Λ̂ always exists on D̂>. From (7.2), (3.4) and (3.5), we have for 
ι = A, B, and z ∈ D̃>,

∣∣∣SΛι + TιΛ2
ι

∣∣∣ ≺
√

( η√
κ+η

+ Λ̂)(
√
κ + η + Λ̂)

Nη
+ 1

(Nη)2 ≺

√
Λ̂
√
κ + η

Nη
+

√
η

Nη
+ 1

(Nη)2 ,

(10.5)

where we used that Λ̂ ≺ Nε

Nη ≤ N−ε√κ + η for all z ∈ D̃>. Moreover, for z ∈ D̃>, we see 
that

|Λι| ≺
1
Nη

≤ N−2ε√κ + η ∼ N−2ε|S| ,

for ι = A, B. Hence, according to the fact Tι ≤ C (cf., (3.5)), we can absorb the second 
term on the left side of (10.5) into the first term, and thus we have for ι = A, B

|Λι| ≺
1√
κ + η

(√Λ̂
√
κ + η

Nη
+

√
η

Nη
+ 1

(Nη)2

)
≤ 1

Nη(κ + η) 1
4
Λ̂ 1

2 + N−εΛ̂ ≤ N− ε
4 Λ̂ ,

where in the second step we used the lower bound in (10.4) directly, and in the last step 
we used the fact (Nη)−1(κ + η)− 1

4 ≤ N− ε
2 Λ̂ 1

2 which again follows from the lower bound 
in (10.4).

Hence, we improved the bound from Λ ≤ Λ̂ to Λ ≤ N− ε
4 Λ̂ as long as the lower bound 

in (10.4) holds. Performing the above improvement iteratively, one finally gets (10.3). 
Hence, we complete the proof. �
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With the aid of Lemma 10.1, we can now prove Theorem 2.6.

Proof of Theorem 2.6. We first show (2.21) for the smallest eigenvalue λ1, i.e.,

|λ1 − γ1| ≺ N− 2
3 . (10.6)

Recall K defined in (2.13). For any (small) constant ε > 0, we define the line segment.

D̃(ε) := {z = E + iη : E ∈ [−K, E− −N− 2
3+6ε] , η = N− 2

3+ε}. (10.7)

Then it is easy to check that D̃(ε) ⊂ D̃> (cf., (10.2)). Applying (10.3), we obtain Λ ≺ N−ε

Nη

uniformly on D̃(ε), which together with (7.5) implies

|mH(z) −mμA�μB
(z)| ≺ N−ε

Nη
, (10.8)

uniformly on D̃(ε). Moreover, by (3.4), we have

ImmμA�μB
(z) ∼ η√

κ + η
≤ N−ε

Nη
, (10.9)

uniformly on D̃(ε). Combining (10.8) with (10.9) yields

ImmH(z) ≺ N−ε

Nη
, (10.10)

uniformly on D̃(ε). Since ‖H‖ < K, to see (10.6), it suffices to show that with high 
probability λ1 is not in the interval [−K, E− −N− 2

3+6ε]. We prove it by contradiction. 
Suppose that λ1 ∈ [−K, E− −N− 2

3+6ε]. Then clearly for any η > 0,

sup
E∈[−K,E−−N− 2

3 +6ε]

ImmH(E + iη) = sup
E∈[−K,E−−N− 2

3+6ε]

1
N

N∑
i=1

η

(λi − E)2 + η2 ≥ 1
Nη

,

which contradicts the fact that (10.10) holds uniformly on D̃(ε). Hence, we have (10.6).
Next, from (2.18), (3.82) and (3.83) and a standard application of Helffer-Sjöstrand 

formula (cf., Lemma 5.1 [2]) on Dτ (ηm, ηM) yields

sup
x≤E−+c

|μH((−∞, x]) − μA � μB((−∞, x])| ≺ 1
N

, (10.11)

for any sufficiently small c = c(τ). Then (10.6), (10.11), together with the rigidity (3.104)
and the square root behavior of the distribution μα � μβ (cf., (3.63)) will lead to the 
conclusion. The same conclusion holds with γ∗

j ’s replaced by γj ’s by rigidity (3.104). �
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Finally, with the aid of Theorem 2.6, we can prove (2.19) in Theorem 2.5.

Proof of (2.19) in Theorem 2.5. Let ε > 0 be any (small) constant. Since κ = E−−E ≥
N− 2

3+ε in (2.19), we see that (2.19) follows from (2.18) directly in the regime η ≥ κ
4 , say. 

Hence, in the sequel, we work in the regime η ≤ κ
4 only. For any z = E+iη ∈ Dτ (ηm, ηM)

with κ ≥ N− 2
3+ε, we introduce the contour

C ≡ C(z) := Cl ∪ Cr ∪ Cu ∪ Cu ,

where

Cl ≡ Cl(z) :=
{
z̃ = E + κ

2 + iη̃ : −η − κ ≤ η̃ ≤ η + κ
}
,

Cr ≡ Cr(z) :=
{
z̃ = E − κ

2 + iη̃ : −η − κ ≤ η̃ ≤ η + κ
}
,

Cu ≡ Cu(z) :=
{
z̃ = Ẽ + i(η + κ) : E − κ

2 ≤ Ẽ ≤ E + κ

2
}
.

We then further decompose C = C< ∪ C≥, where

C< ≡ C<(z) :=
{
z̃ ∈ C : |Im z̃| < ηm

}
, C≥ ≡ C≥(z) := C \ C<.

Now, we further introduce the event

Ξ :=
⋂

z̃∈C>

{∣∣mH(z̃) −mμA�μB
(z̃)
∣∣ ≤ Nε

N Im z̃

}⋂{
λ1 ≥ E− − 1

4N
−2/3+ε

}
.

Then, on the event Ξ, we have

mH(z) −mμA�μB
(z) = 1

2πi

∮
C

1
z̃ − z

(
mH(z̃) −mμA�μB

(z̃)
)
dz̃

= 1
2πi

( ∫
C<

+
∫
C≥

) 1
z̃ − z

(
mH(z̃) −mμA�μB

(z̃)
)
dz̃. (10.12)

Note that, for z̃ ∈ C, we always have 1
|z̃−z| ≤

2
κ . In addition, for z̃ ∈ C<, we have the fact 

|C<| ≤ ηm, and

|mH(z̃)| ≤ C

κ
, |mμA�μB

(z̃)| ≤ C

κ
,

which hold on Ξ. For z̃ ∈ C≥, we have the fact |C≥| ≤ Cκ and the bound

∣∣mH(z̃) −mμA�μB
(z̃)
∣∣ ≤ Nε

N Im z̃
,
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which holds on Ξ. Applying the above bounds to (10.12), it is elementary to check that

|mH(z) −mμA�μB
(z)| ≤ C

(
ηm + N−1+ε logN

) 1
κ

on Ξ. Since γ in ηm = N−1+γ and ε can be arbitrary, we can conclude that

|mH(z) −mμA�μB
(z)| ≺ 1

Nκ
(10.13)

if we can show that Ξ holds with high probability. Using (10.6), it suffices to show that

∣∣mH(z̃) −mμA�μB
(z̃)
∣∣ ≺ 1

N Im z̃
,

uniformly in z̃ ∈ C>. This only requires enlarging the domain Dτ (ηm, ηM) and also 
consider its complex conjugate to include C> during the proof of (2.18). Hence, we 
conclude the proof of (2.19) by combining the 1

Nκ bound in (10.13) with the 1
Nη bound 

in (2.18). �
We conclude the main part of the paper with the proof of Corollary 2.8.

Proof of Corollary 2.8. With the additional Assumption 2.7, we can show analogously 
that the estimates (2.18) and (2.21) hold as well around the upper edge. According to 
Assumption 2.7 (vii) and the fact supC+ |mμα�μβ

| ≤ C (cf., (3.8)), we see that except 
for the two vicinities of the lower and upper edge, the remaining spectrum is within the 
regular bulk. Together with the strong local law in the bulk regime, cf., Theorem 2.4 in 
[5], we have

∣∣mH(z) −mμA�μB
(z)
∣∣ ≺ 1

Nη
, (10.14)

uniformly on the domain D(ηm, ηM) := {z = E + iη ∈ C+ : −K ≤ E ≤ K, ηm ≤ η ≤
ηM}. Then, (10.14) together with (2.21) and its counterpart at the upper edge implies 
the rigidity for all eigenvalues, i.e., (2.22) can be proved again with Helffer-Sjöstrand 
formula. Then, from (2.22), we conclude that (2.23) holds. This completes the proof of 
Corollary 2.8. �
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Appendix A

In this appendix, we collect some basic technical results.
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A.1. Stochastic domination and large deviation properties

Recall the stochastic domination in Definition 2.4. The relation ≺ is transitive and it 
satisfies the following arithmetic rules: if X1 ≺ Y1 and X2 ≺ Y2 then X1 +X2 ≺ Y1 + Y2
and X1X2 ≺ Y1Y2. Further assume that Φ(v) ≥ N−C is deterministic and that Y (v) is 
a nonnegative random variable satisfying E[Y (v)]2 ≤ NC′ for all v. Then Y (v) ≺ Φ(v), 
uniformly in v, implies E[Y (v)] ≺ Φ(v), uniformly in v.

Gaussian vectors have well-known large deviation properties which we use in the 
following form:

Lemma A.1. Let X = (xij) ∈ MN (C) be a deterministic matrix and let y = (yi) ∈ CN

be a deterministic complex vector. For a Gaussian random vector g = (g1, . . . , gN ) ∈
NR(0, σ2IN ) or NC(0, σ2IN ), we have

|y∗g| ≺ σ‖y‖ , |g∗Xg − σ2NtrX| ≺ σ2‖X‖2 . (A.1)

A.2. Stability for large η

For any probability measures μ1 and μ2 on the real line, we define the functions 
Φ1, Φ2 : (C+)3 → C by setting

Φ1(ω1, ω2, z) := Fμ1(ω2) − ω1 − ω2 + z , Φ2(ω1, ω2, z) := Fμ2(ω1) − ω1 − ω2 + z .

(A.2)

We observe that the system of subordination equations (2.9) is equivalent to

Φ1(ω1(z), ω2(z), z) = 0 , Φ1(ω1(z), ω2(z), z) = 0 , ∀z ∈ C+.

We have the following linear stability for the subordination equation in the large η
regime. A somewhat weaker version of this result has already been proven in Lemma 4.2 
of [3] requiring an unnecessarily stronger condition (compare (4.14) of [3] with the current 
(A.3) below). However, in our applications only a weaker assumption can be guaranteed. 
In fact, already in [3] (in equation (6.56)) we tacitly relied on the current version of this 
stability result. Thus by proving the stronger stability result below we also correct this 
small inconsistency in [3].

Lemma A.2. Let η̃0 > 0 be any (large) positive number and let ω̃1, ̃ω2, ̃r1, ̃r2 : Cη̃0 → C be 
analytic functions where Cη̃0 := {z ∈ C : Im z ≥ η̃0}. Assume that there is a constant 
C > 0 such that the following hold for all z ∈ Cη̃0 :

|Im ω̃1(z) − Im z| ≤ C , |Im ω̃2(z) − Im z| ≤ C , (A.3)

|r̃1(z)| ≤ C , |r̃2(z)| ≤ C , (A.4)

Φ1(ω̃1(z), ω̃2(z), z) = r̃1(z) , Φ2(ω̃1(z), ω̃2(z), z) = r̃2(z) . (A.5)



Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639 85
Then there is a constant η0 with η0 ≥ η̃0, such that

|ω̃1(z) − ω1(z)| ≤ 2‖r̃(z)‖ , |ω̃2(z) − ω2(z)| ≤ 2‖r̃(z)‖ , (A.6)

on the domain Cη0 := {z ∈ C : Im z ≥ η0}, where ω1(z) and ω2(z) are the subordination 
functions associated with μ1 and μ2.

Proof. Since most of the proof is identical to that in [3], here we only give the necessary 
modifications involving the weaker condition (A.3). Following the proof in [3] to the 
letter up to (4.23), for every z ∈ Cη0 we have constructed functions ω̂1(z), ω̂2(z) such 
that Φμ1,μ2(ω̂1(z), ̂ω2(z), z) = 0 with

|ω̃j(z) − ω̂j(z)| ≤ 2‖r̃(z)‖ , j = 1, 2 , z ∈ Cη0 . (A.7)

From (4.20) of [3] we know that the Jacobian of the subordination equations (denoted 
by Γμ1,μ2 in [3]) is close to 1 for sufficiently large η̃0. Thus by analytic inverse function 
theorem we obtain that ω̂j(z), j = 1, 2, are also analytic functions for large η = Im z. 
From (A.3), (A.4) and (A.7), we see that

lim
η↗∞

Im ω̂1(iη)
iη = lim

η↗∞

Im ω̂2(iη)
iη = 1 .

It is known from the proof of the uniqueness of the solution to the subordination equa-
tions near z = i∞ that (ω̂1(z), ̂ω2(z)) is the unique solution in a neighborhood of z = i∞
and it can be analytically extended to all z ∈ C+. Hence, (ω̂1(z), ̂ω2(z)) = (ω1(z), ω2(z)). 
This together with (A.7) concludes the proof. �
Appendix B

In this appendix, we prove some technical lemmas. First, we estimate the small terms 
involving ΔG. Specifically, we provide the bounds for the ΔG involved terms in the last 
four estimates in Lemma 5.3. Then, we prove Lemma 5.3. We summarize the estimates 
for ΔG involved terms in the following lemma.

Lemma B.1. Fix a z ∈ Dτ (ηm, ηM). Let Q ∈ MN (C) be arbitrary, with ‖Q‖ ≺ 1. Let 
Xi = I or B̃〈i〉, and X = I or A. Suppose the assumptions of Proposition 5.1 hold. 
Then, we have

1
N

(i)∑
k

e∗kXiΔG(i, k)ei = O≺(Π2
i ),

1
N

(i)∑
e∗iXΔG(i, k)eie∗kXiGei = O≺(Π2

i ),

k



86 Z. Bao et al. / Journal of Functional Analysis 279 (2020) 108639
1
N

(i)∑
k

h∗
i ΔG(i, k)eie∗kXiGei = O≺(Π2

i ),

1
N

(i)∑
k

trQXΔG(i, k)e∗kXiGei = O≺(Ψ2Π2
i ). (B.1)

Proof. The proof is similar to that of Lemma B.1 in [6]. But here we need finer estimates. 
Recall ΔR(i, k) and ΔG(i, k) from (5.40) and (5.39). We note that ΔR(i, k) is a sum of 
terms of the form d̃iḡikαiβ

∗
i for some d̃i ∈ C with |d̃i| ≺ 1, where αi, βi = ei or hi. 

Hereafter, we use d̃i to represent a generic number satisfying |d̃i| ≺ 1 uniformly on 
Dτ (ηm, 1). Then, we see that ΔG(i, k) is a sum of terms of the form

d̃iḡikGαiβ
∗
i B̃

〈i〉RiG, d̃iḡikGRiB̃
〈i〉αiβ

∗
iG. (B.2)

Then, the left hand side of the first estimate in (B.1) is a sum of terms of the form

1
N

d̃i
(̊
g∗
iXiGαi

)(
β∗
i B̃

〈i〉RiGei
)
,

1
N

d̃i
(̊
g∗
iXiGRiB̃

〈i〉αi

)(
β∗
iGei

)
. (B.3)

By the Cauchy-Schwarz inequality, we have

∣∣̊g∗
iXiGαi

∣∣ ≺ ‖Gαi‖ =

√
Imα∗

iGαi

η
,

∣∣β∗
i B̃

〈i〉RiGei
∣∣ ≺ ‖Gei‖ =

√
ImGii

η
,

∣∣β∗
iGei

∣∣ ≺ ‖Gei‖ =

√
ImGii

η
,

∣∣̊g∗
iXiGRiB̃

〈i〉αi

∣∣ ≺ ‖GRiB̃
〈i〉αi‖ =

√
Imα∗

i B̃
〈i〉RiGRiB̃〈i〉αi

η
. (B.4)

Note that for αi = ei,

α∗
iGαi = Gii, α∗

i B̃
〈i〉RiGRiB̃

〈i〉αi = b2ih
∗
iGhi = b2iGii, (B.5)

and for αi = hi,

α∗
iGαi = Gii, α∗

i B̃
〈i〉RiGRiB̃

〈i〉αi = e∗i B̃GB̃ei = B̃ii − (ai − z) + (ai − z)Gii.

(B.6)

Plugging (B.5) and (B.6) into the bounds in (B.4), we see that both terms in (B.3) are 
of order O≺(Π2

i ). Hence, we proved the first estimate in (B.1).
Next, we verify the second estimate (B.1). Since ΔG(i, k) is a sum of terms of the 

form in (B.2), we see that the left side of the second estimate in (B.1) is a sum of terms 
of the form
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1
N

d̃i
(
e∗iXGαi

)(
β∗
i B̃

〈i〉RiGei
)(̊
g∗
iXiGei

)
,

1
N

d̃i
(
e∗iXGRiB̃

〈i〉αi

)(
β∗
iGei

)(̊
g∗
iXiGei

)
. (B.7)

Note that

e∗i B̃
〈i〉RiGei = −biTi, h∗

i B̃
〈i〉RiGei = −(B̃G)ii.

Hence, we have

|β∗
i B̃

〈i〉RiGei| ≺ 1, |β∗
iGei| ≺ 1. (B.8)

Further, we claim that

|e∗iXGαi|, |e∗iXGRiB̃
〈i〉αi| ≺

√
Im (Gii + Gii)

η
. (B.9)

The proof of the above bounds is analogous to the proof of (B.4). We thus omit the 
details. Then, using the first estimate in (B.4), (B.8) and (B.9), we see that both terms 
in (B.7) are of order O≺(Π2

i ).
The proof of the third estimate in (B.1) is nearly the same as that for the second one, 

we thus omit it.
To show the last estimate, we again use the fact that ΔG(i, k) is a sum of terms of 

the form in (B.2). Then it is not difficult to see that the left side of the last estimate in 
(B.1) is a sum of terms of the form

d̃i
N2

(
β∗
i B̃

〈i〉RiGQXGαi

)(̊
g∗
iXiGei

)
,

d̃i
N2

(
β∗
iGQXGRiB̃

〈i〉αi

)(̊
g∗
iXiGei

)
.

(B.10)

Note that

∣∣β∗
i B̃

〈i〉RiGQXGαi

∣∣ ≺ 1
η
‖Gαi‖ ≤ 1

η

√
Im (Gii + Gii)

η
. (B.11)

Analogously, we have

∣∣β∗
iGQXGRiB̃

〈i〉αi

∣∣ ≺ 1
η

√
Im (Gii + Gii)

η
. (B.12)

Applying (B.11), (B.12), and the first estimate in (B.4), we see that both terms in (B.10)
are of order O≺(Ψ2Π2

i ). Hence, we obtain the last estimate in (B.1). This concludes the 
proof of Lemma B.1. �
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Proof of Lemma 5.3. The proof is similar to that for Lemma 7.4 in [6]. In the latter, we 
used Ψ instead of Πi in the statement. However, the proof of Lemma 7.4 in [6] shows 
readily that the stronger bounds in (5.56) hold for the counterparts of the block additive 
model (cf., (7.77), (7.80), (7.81) and (7.87) of [6]). The proof for our additive model 
given here analogous.

First, by (5.17), (5.18), (5.28), (5.31), and the fact T̊i = Ti − hiiGii, we have |S̊i| ≺ 1, 
|T̊i| ≺ 1, under the assumption ((5.13). Then, for the first estimate in (5.56), we have

1
N

(i)∑
k

∂‖gi‖−1

∂gik
e∗kXiGei = − 1

2N
1

‖gi‖3

(i)∑
k

ḡike
∗
kXiei = − 1

2N
1

‖gi‖2 h̊
∗
iXiGei

= O≺( 1
N

),

where we used the fact that h̊
∗
iXiGei = S̊i or T̊i if Xi = B̃〈i〉 or I, respectively.

Next, we show the second bound in (5.56). It is convenient to set I〈i〉 := I − eie
∗
i . 

Using (5.38), we get

1
N

(i)∑
k

e∗iX
∂G

∂gik
eie

∗
kXiGei = ci

N
e∗iXGI〈i〉XiGei(ei + h∗

i )B̃〈i〉RiGei

+ ci
N

e∗iXGRiB̃
〈i〉I〈i〉XiGei(ei + hi)∗Gei + 1

N

(i)∑
k

e∗iXΔG(i, k)eie∗kXiGei.

(B.13)

The desired estimate of the last term was obtained in the second line of (B.1). Further, 
using (4.8) we get

(ei + h∗
i )B̃〈i〉RiGei = −biTi − (B̃G)ii = O≺(1), (ei + hi)∗Gei = Gii + Ti = O≺(1),

where the estimates follow from (5.17) and (5.18). Hence, it suffices to show that

|e∗iXGI〈i〉XiGei| ≺
Im (Gii + Gii)

η
, |e∗iXGRiB̃

〈i〉I〈i〉XiGei| ≺
Im (Gii + Gii)

η
.

(B.14)

Note that, by the assumption X = I or A, both terms in (B.14) can be bounded by

C‖GXei‖‖Gei‖ = C

η

√
Im (XGX)ii

√
ImGii ≤ C ′ ImGii

η
.

This completes the proof of the second inequality in (5.56). Next, we show the third 
estimate in (5.56). In light of the definition of Ti, it suffices to show
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1
N

(i)∑
k

∂h∗
i

∂gik
Geie

∗
kXiGei = O≺( 1

N
), 1

N

(i)∑
k

h∗
i

∂G

∂gik
eie

∗
kXiGei = O≺(Π2

i ).

(B.15)

The first estimate in (B.15) is proved as follows

1
N

(i)∑
k

∂h∗
i

∂gik
Geie

∗
kXiGei = − 1

2‖gi‖2
1
N

(i)∑
k

h̄ike
∗
kXiGeih

∗
iGei

= − 1
2‖gi‖2

1
N

h̊iXiGeih
∗
iGei = O≺( 1

N
),

where in the last step we again use the fact h̊
∗
i B̃

〈i〉Gei = S̊i = O≺(1) and h∗
iGei =

Ti = O≺(1). The proof of the second estimate in (B.15) is similar to that of the second 
inequality in (5.56). It suffices to replace e∗iX by h∗

i in (B.13) and estimate the resulting 
terms. The counterpart to the last term in (B.13) is estimated in (B.1). The counterparts 
to the first two terms on the right side of (B.13) are bounded by

C‖Ghi‖‖Gei‖ = C

η

√
Imh∗

iGhi

√
ImGii = C

η

√
ImGii

√
ImGii ≤ C ′ Im (Gii + Gii)

η
,

where we have used (5.44).
Next, we show the fourth estimate in (5.56). Using (5.38) again, we can get

1
N

(i)∑
k

tr
(
QX

∂G

∂gik

)
e∗kXiGei = ci

N2 (ei + hi)∗B̃〈i〉RiGQXGI〈i〉XiGei

+ ci
N2 (ei + hi)∗GQXGRiB̃

〈i〉I〈i〉XiGei + 1
N

(i)∑
k

trQXΔG(i, k)e∗kXiGei.

(B.16)

The last term above is estimated in (B.1). Using (4.8) and ‖G‖ ≤ η, we have∣∣∣ 1
N2 (ei + hi)∗B̃〈i〉RiGQXGI〈i〉XiGei

∣∣∣ =
∣∣∣ 1
N2 (bih∗

i + e∗i B̃)GQXGI〈i〉XiGei

∣∣∣
≤ C

1
N2η

(
‖Ghi‖ + ‖GB̃ei‖

)
‖Gei‖ ≤ C

1
N2η

(
‖Ghi‖2 + ‖GB̃ei‖2 + ‖Gei‖2)

= C

N2η2

(
Im (h∗

iGhi + (B̃GB̃)ii + Gii)
)
≺ Im (Gii + Gii)

N2η2 . (B.17)

Here in the last step we again used (5.44) and also fact

Im (B̃GB̃)ii = η + Im ((ai − z)2Gii) = O≺(η + ImGii) = O≺(ImGii). (B.18)
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In (B.18), we used (5.9), the first bound in (5.17), and ImGii � η which is easily checked 
by spectral decomposition. Similar to (B.17), we get the desired estimate for the second 
term on the right of (B.16).

Finally, the last equation in (5.56) can be proved analogously to the fourth one. The 
only difference is, instead of the factor e∗kXiGei in (6.22), here we have e∗kXig̊i which 
does not contain any G factor, which actually makes the estimates even simpler. This 
completes the proof of Lemma 5.3. �
Appendix C. Estimates of the cutoff errors

In this appendix, we state more details on the estimate (8.29). The proof can be done 
in the same way as the non-cutoff version (6.5), but with the a priori inputs given by 
ϕ(Γi)’s and ϕ(Γ). Since the proof can be done via going through the proof of (6.5) again, 
we only list the necessary modifications here.

The first modification we need to do is the bound of the analogue of the term O≺(ΨΥ̂)
in (6.6). This error term was obtained when we bounded the term 1

N

∑N
i=1 Tiτi1Υ in 

(6.19). Here, during the proof of (8.29), the counterpart will be 1
N

∑N
i=1 Tiτ̃i1Υ, where 

τ̃i1 is defined via replacing all dj ’s by djϕ(Γj)ϕ(Γ) in the definition of τi1 in (6.12). 
According to the definition of Γ in (8.27), it is easy to see that

∣∣∣ 1
N

N∑
i=1

Tiτ̃i1Υ
∣∣∣ ≤ C

N10ε

(Nη) 5
6
� 1

(Nη) 2
3

when ε is sufficiently small. Hence, the term 1
N

∑N
i=1 Tiτ̃i1Υ can be absorbed into the 

bound for c1 in (8.30).
The second modification we need to do is the estimate for the analogue of (6.23). We 

take the case j = 1 for example. In the step of (6.24), we used the estimate Λc
di ≺ Ψ from 

(5.16) to replace Gii in the definition of εi1 in (5.29) by 1
ai−ωc

B
in (6.24), and also the 

bound of Ti in (5.16) was used in (6.24). But now, lacking the conditions in (5.13), these 
bounds are not available. Instead, we shall need to extract similar information from the 
presence of the cutoff functions ϕ(Γi)’s and ϕ(Γ). The analogue of ε1 in the proof of 
(8.29) can be written as

ε̃1 = 1
N

N∑
i=1

εi1trGτ̃i1 = 1
N

∑
i

h̊
∗
i B̃

〈i〉h̊iGiiτ̃i1 + δ̃1,

with δ̃1 satisfying

E|δ̃1|k = o
( 1

(Nη) 2k
3

)
(C.1)
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for any given k > 0. In the estimate (C.1), we again used the fact 1
N

∑N
i=1 |Ti|ϕ(Γ) ≤

C N2ε
√
Nη

to estimate the average of the second term in εi1 (cf. (5.29)). Therefore, our task 
is to prove the weaker but unconditional estimate

E
[ 1
N

∑
i

h̊
∗
i B̃

〈i〉h̊iGiiτ̃i1m̃
(p−1,p)

]
= E

[
cε1m̃

(p−1,p)]+ E
[
cε2m̃

(p−2,p)]+ E
[
cε3m̃

(p−1,p−1)], (C.2)

where

|cε1| ≤ CΠ̂, |cε2| ≤ CΠ̂2, |cε3| ≤ CΠ̂2, on Ω̂2(z).

Moreover, the cεi’s also admit the moment bound E|cεi|k = O(1) for any given k > 0. 
The proof of (C.2) can be done basically in the same way as the estimate for (6.25), we 
thus omit the details.

The last and also the major modification is: the smooth cutoffs ϕ(Γi) and ϕ(Γ) bring 
in new terms during the integration by parts. More specifically, we will need to consider 
the derivative of the cutoffs. The derivatives of the cutoffs ϕ(Γi)’s can be treated similarly 
to the case in the proof of (8.17). In the sequel, we investigate the derivative of the term 
ϕ(Γ). For instance, in the analogue of the step (6.16), the counterpart of the third term 
on the right side of (6.16) will be

1
N2

N∑
i=1

(i)∑
k

E
[ 1
‖gi‖

e∗kB̃
〈i〉Gei

∂(trGτ̃i1)
∂gik

m̃(p−1,p)
]
. (C.3)

One new term in ∂(trGτ̃i1)
∂gik

is

ditrG ϕ(Γi)ϕ′(Γ) ∂Γ
∂gik

. (C.4)

In the sequel, we show the contribution of the term (C.4) to (C.3). The other terms 
involving the derivatives of the cutoffs can be treated similarly. To show the contribution 
of (C.4), it suffices to prove the following three estimates

(cImmμA�μB
+ Λ̂)−2 1

N2

N∑
i=1

(i)∑
k

d̂ie
∗
kB̃

〈i〉Gei
∂(|ΛA|2 + |ΛB |2)

∂gik
≤ CΠ̂, (C.5)

( N5ε

(Nη) 1
3

)−2 1
N2

N∑
i=1

(i)∑
k

d̂ie
∗
kB̃

〈i〉Gei
∂|Υ|2
∂gik

≤ CΠ̂, (C.6)

( N5ε
√
Nη

)−1 1
N2

N∑
i=1

(i)∑
k

d̂ie
∗
kB̃

〈i〉Gei
∂ 1

N

∑N
j=1(|Tj |2 + N−1) 1

2

∂gik
≤ CΠ̂, (C.7)
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where we introduced the shorthand notation

d̂i := ditrG ϕ(Γi)ϕ′(Γ) 1
‖gi‖

.

To show (C.5), we first note that |Λι|2 = ΛιΛι, and

|Λι| ≤ C(cImmμA�μB
+ Λ̂), ι = A,B, (C.8)

if d̂i �= 0 for at least one i by the definition of Γ in (8.27) and ϕ′(Γ) �= 0 implying Γ ≤ C. 
Further, combining (C.8) with (7.4), we also have |mH−mμA�μB

| ≤ C(cImmμA�μB
+Λ̂). 

Choosing c to be sufficiently small and applying the fact |mμA�μB
| � 1, we get |mH | � 1

if d̂i �= 0 for at least one i. In addition, we have

∣∣∣ 1
N2

N∑
i=1

(i)∑
k

d̂ie
∗
kB̃

〈i〉Gei
∂Λι

∂gik

∣∣∣ ≤ CΨ2Π̂2, (C.9)

which follows from the quantitative version of (6.22). The same estimate holds if we 
replace Λι by Λι. Then by the simple fact ∂|Λι|2/∂gik = Λι∂Λι/∂gik + Λι∂Λι/∂gik, and 
the estimates (C.8) and (C.9), we see that the left side of (C.5) is actually bounded by 
CΨ4, which is much smaller than Π̂, under our choice of Λ̂ in (8.28). The proof of (C.6)
is similar to that of (C.5), we thus omit the details.

At the end, we prove (C.7). Recall from (4.5) the fact hj = e−iθjuj = e−iθjUej . 
Hence, we have

|Tj |2 = |h∗
jGej |2 = (U∗G)jj(G∗U)jj = ((U 〈i〉)∗RiG)jj(G∗RiU

〈i〉)jj

for any i, j. Then we have

∂(|Tj |2 + N−1) 1
2

∂gik

= (|Tj |2 + N−1)− 1
2

(∂((U 〈i〉)∗RiG)jj
∂gik

(G∗RiU
〈i〉)jj + ∂(G∗RiU

〈i〉)jj
∂gik

((U 〈i〉)∗RiG)jj
)

Note that |(G∗RiU
〈i〉)jj | = |Tj |. In the sequel, we focus on the first term in the paren-

thesis above. The second term can be discussed similarly. From the definition, it is 
elementary to derive

∂Ri

∂gik
= −ciek(ei + hi)∗ + ΔR(i, k), (C.10)

where ci and ΔR(i, k) are defined in (5.37) and (5.40), respectively. Applying (5.38) and 
(C.10), we have
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∂((U 〈i〉)∗RiG)jj
∂gik

= cie
∗
j (U 〈i〉)∗RiGek(ei + hi)∗B̃〈i〉RiGej + cie

∗
j (U 〈i〉)∗RiGRiB̃

〈i〉ek(ei + hi)∗Gej

− ci(U 〈i〉)∗jk(ei + hi)∗Gej + e∗j (U 〈i〉)∗ΔR(i, k)Gej + e∗j (U 〈i〉)∗RiΔG(i, k)ej .
(C.11)

We take the first term on the right side of (C.11) for example. The contribution of this 
term to the left side of (C.7) reads

( N4ε
√
Nη

)−1 1
N3

N∑
i,j=1

(i)∑
k

ĉij d̂ie
∗
kB̃

〈i〉Geie
∗
j (U 〈i〉)∗RiGek(ei + hi)∗B̃〈i〉RiGej , (C.12)

where we introduced the shorthand notation

ĉij := ci(|Tj |2 + N−1)− 1
2 (G∗RiU

〈i〉)jj .

Let I(i) be the identity matrix with (i, i)-th entry replaced by 0 and let Ci :=
diag(ĉi1, . . . , ̂ciN ). We have

(C.12) =
( N4ε
√
Nη

)−1 1
N3

N∑
i

d̂i(ei + hi)∗B̃〈i〉RiGCi(U 〈i〉)∗RiGI(i)B̃〈i〉Gei.

Similarly to (B.17), we have

∣∣(ei + hi)∗B̃〈i〉RiGCi(U 〈i〉)∗RiGI(i)B̃〈i〉Gei
∣∣ ≤ C

ImGii + ImGii

η2

Therefore, we have

∣∣(C.12)
∣∣ ≤ ( N4ε

√
Nη

)−1 ImmμA�μB
+ Λ̂

N2η2 � Π̂.

The contributions from the other terms in (C.11) can be estimated similarly. We thus 
omit the details.

Except for the modifications listed above, the rest of the proof of (8.29) is the same 
as that for (6.5).
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